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Abstract

Air Quality Forecasting (AQF) is a new computational didicip that attempts to predict atmospheric
pollution, especially high levels of ozone. The applicatis complex, incorporating weather models,
emissions processing and chemical transport models atpheulevels of refinement; it poses substantial
computational and storage requirements. Deployment indaigrone way in which timely and reliable
production of forecast results may be ensured. We have sxtdn studied an AQF application based
upon a community Air Quality model in order to determine ieselopment and execution requirements
as well as the ability of current grid technology to satisfiypdases of preprocessing, model execution,
and storage and retrieval of observational and generatedlaion data. A production-quality campus
grid is being built at the University of Houston using upedate grid software to support this application.
In this chapter, we discuss AQF and its computational needsent grid-building software, and our
experiences using it to build the campus grid. We describesttortcomings of existing grid middleware
that were identified during the course of this work and presen efforts to augment available software
and to overcome some of these problems, with a focus on theems@onment, resource management
and authentication issues.
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Abstract

Air Quality Forecasting (AQF) is a new computational didicip that attempts to predict atmospheric pollution,
especially high levels of ozone. The application is complagorporating weather models, emissions processing
and chemical transport models at multiple levels of refineimé poses substantial computational and storage
requirements. Deployment in a grid is one way in which timahd reliable production of forecast results may be
ensured. We have extensively studied an AQF applicatiorcbapon a community Air Quality model in order to
determine its development and execution requirements #sawehe ability of current grid technology to satisfy
all phases of preprocessing, model execution, and stonadieedrieval of observational and generated simulation
data. A production-quality campus grid is being built at thaiversity of Houston using up-to-date grid software to
support this application. In this chapter, we discuss AQ# isicomputational needs, current grid-building software
and our experiences using it to build the campus grid. Weritesthe shortcomings of existing grid middleware
that were identified during the course of this work and presem efforts to augment available software and to
overcome some of these problems, with a focus on the useroamvént, resource management and authentication
issues.
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. INTRODUCTION

Air Quality Forecasting (AQF) [19] is a recent disciplineathaddresses important air pollution problems and
attempts to provide a basis for dealing with them. With theréasing maturity of Air Quality Models, air quality
forecasting services are beginning to be established. Weipate in an effort to build such a service, with the
goal of providing timely, reliable forecasts of air qualiiyr the Houston-Galveston region and for several other
regions in the South Central USA that have encountered gmablwith air quality in the recent past. On-going
work at the University of Houston (UH) aims to create, testl aieploy an AQF application [49] as well as to
establish a suitable development and deployment envirotriae application cycle places substantial demands on
this execution environment. It makes intensive use of siglated numerical tools, requires high compute power
for the numerical simulation of meteorological and chernizacesses, and entails the transfer, storage and analysis
of a huge amount of observational and simulation data [9].

The recent emergence of computational grid technology, @2 middleware tools to enable the creation of such
grids, provides a potential strategy for meeting the compaial and storage needs of AQF codes. Grid technology
permits the creation of virtual organizations [25] that\pde reliable access to (potentially) widely distributed
computing resources and enables seamless resource saarimg groups of institutions and between individuals.
Grid software enables applications to exploit computaticend information resources that may be owned and
managed by distinct organizations with diverse usage igslicCurrent grid-building initiatives have a variety of
goals, from targeting the needs of a specific applicationlasscof applications to maximizing system throughput
across an organization or group of institutions. Users \ldtlye-scale problems, such as AQF applications, may
exploit multiple distributed high performance computiegaources in a grid environment to run individual, complex
jobs.

In a close collaboration between AQF researchers and Canfaientists at UH, a customized computational
grid environment is being created to fulfill the needs of ourcuality forecast project. The work performed
builds upon results of the EZ-Grid Project [12], which resbad and developed grid infrastructure for higher-level
interaction with grids by end users and system adminigsalo is supported by Sun Microsystems as part of a
Center of Excellence in Geosciences based at UH. In thistehape discuss the state of the art in Air Quality



Forecasting, report upon our efforts to construct a pradogjuality campus grid [13] at UH that supports the
needs of the AQF application and on our work to develop theaated portal environment. We explain the role
played by existing grid middleware (especially the Globaslkit [21], which is the de-facto standard middleware
for grids), the need for additional infrastructure to dedhwapplication-specific workflow requirements, and our
effort to simplify the use of the grid, with a focus on authieation issues.

The remainder of the chapter is organized as follows. Se@idescribes current efforts to provide Air Quality
Forecasting services and gives details on the on-going aptkH, which focuses on the provision of such services
for the Houston-Galveston region of Texas. In Section 3, xiefllp review campus grid technology including Globus,
describe the UH Campus Grid and the EZ-Grid portal, a lighighvt grid user/administrator interface deployed
on it. Section 4 analyzes the specific needs of the AQF prajébt respect to grid deployment. Our evaluation
of existing software with respect to these needs, and oortefind experiences in realizing a production-quality
campus grid for air quality prediction in the Houston area discussed in detail in Section 5. Finally, we present
our conclusions and indicate future work in Section 6.

[I. COMPUTATIONAL AIR QUALITY FORECASTING

Physical and chemical processes in the atmosphere are @oraplpled and occur on a wide range of scales. Air
Quality Modeling studies such interactions, including tbemation and dispersion of a variety of species, and air
quality forecasting attempts to predict the occurrencezuine and other relevant sources of air quality problems.
Multi-scale models are needed to model and perform forgwpst urban areas [92]. An Air Quality Model (AQM)
[55] must be coupled with a high-resolution weather forecas well as pollutant emission processing, to produce
AQF results. It is therefore a major computational chaletg achieve the required high resolution results while
producing model output in a timely fashion. Recently, th& UNMeather Research Program, National Oceanic and
atmospheric Administration (NOAA) [80] and EPA [60] anna@ed that air quality forecasting is one of the key
research areas that require further operational develoEn&9]. Several AQF activities have been initiated by
these and other local entities.

As the leading organizations for the establishment of djmaral air quality forecasting services, the NCEP [77]
/INOAA and NERL [79] /EPA (National Exposure Research Labamg are collaboratively integrating the EPA's
Community Multiscale Air Quality (CMAQ) model [8][10] and GEP’s ETA weather model to provide regional air
guality forecasting for the Northeastern U.S.A. Unfortighg there are no current plans to provide similar regional
air quality forecasting services for other parts of the U8t there is a need to establish air quality forecasting
operations for urban areas that are subject to air qualdplpms. In Texas, the Houston-Galveston, Beaumont-Port
Arthur, and Dallas-Fort Worth areas are all classified aseRd@dozone non-attainment areas, i.e. have violated
national air quality standards. Houston and Dallas are gmiba largest cities in the nation, and prediction of
ozone violations in these local areas is urgently needed.

A. AQF Efforts at the University of Houston

The Institute for Multidimensional Air Quality Studies (WMQS) at the University of Houston (UH) is a multi-
disciplinary center involving environmental scientisteemists, mathematicians and computer scientists inwudi
ourselves, that analyzes the air quality in the Houston @mearder to provide solutions for local air quality
problems. It leads the AQF project, which aims to establishgaality forecasting operations for the three ozone
non-attainment regions in Texas.

To achieve this, IMAQS is building an integrated computagiomodel for regional and local air quality forecasts
that is composed of three subsystems: the PSU/NCAR MM5 mabkosveather forecast model [27], the Sparse
Matrix Operator Kernel Emission System code (SMOKE) [1]d &PA's CMAQ chemical transport model. These
components may execute within multiple heterogeneous atimgpenvironments, with the start time of each module
dependent on the completion of one or more prior modulesalnneteorological conditions are provided by the
daily ETA forecast analysis, the availability of which thlisits the starting time for the forecast run. In order
to achieve the desired results, a very high resolution dichiarea weather forecast must be computed over the
regions of interest. This is enabled by running a sequencdeldb weather models with increasing resolution
and decreasing geographical boundaries. The lower rémolotodel results provide initial boundary conditions for
higher resolution regional and local model runs, as wellhasr tperiodic refreshment. Therefore, meteorological,
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Fig. 2. AQF Execution Across Institutions

emission inventory, air quality monitoring and model siatidn data need to be transferred repeatedly among the
several modeling subsystems that are part of the overalicatipn. The executables may potentially execute on
different platforms (parallel or sequential), possiblyditerent geographic locations, so long as output is réfiab
transferred between them. Finally, in addition to a timelgducast of daily model output, the results of individual
runs must be stored and made available to researchers andasth local officials to study the patterns of air
quality and its relationship to weather conditions and siuis scenarios. Fig 1 illustrates the workflow of the
nested forecasting operation for the output of an air quéditecast over a single region of interest. In the diagram,
each rectangle represents an executable and each arraatexlthe flow of data. Output is produced hourly, so
that after one executable has begun to produce data, itessars in this workflow may begin their computation.
The 36km grid provides coarse forecast data over a largeddrdee earth’s surface (in our case, the continental
USA), the 12km grid provides data across a portion of thig dheere, the south central USA), and the 4km grid
forecasts air quality across a smaller geographic regiontefest contained within the area covered by the 12km
grid, and very detailed local topographical informationful computation to forecast air quality in an urban area
requires an additional level of refinement based upon a 1kd gr

The goal of the AQF project is to forecast air quality in theethurban regions of interest in Texas. Note that it is
possible to reduce the amount of computation required weéiomning air quality forecasts for multiple geographic
regions that are "nearby”. Fig 2 shows how three institigiaright each perform local forecasts, whereby only one
of them completes an entire AQF run. A second institutionbie & exploit the output of the 36km run and a third
institution computing a forecast in an area that is coverethk same 12km grid need only begin computation at



the 4km grid level. Longer-term goals are to extend the wakcdbed here in order to enable local entities to
perform their own forecast, but to reduce the amount of dvemmputation by exploiting results in the manner
indicated. A multi-institution computational grid is exged to provide the computational infrastructure for this
application cycle.

I1l. CAMPUS GRIDS AND THE EZ-GRID PORTAL

The termcampus grid is used to denote the sharing of computational resourcess@n organization such as
a university, where the resources are often distributedngnaifferent departments and buildings and administered
by different groups. They are typically used to solve largebfems in science and engineering. In contrast to
multi-organizational wide area grids, in such a setup thethe potential for making organizational decisions on
deployable infrastructure, procedures, account naminggaanting mechanisms, security and operational policies,
which is likely to facilitate resource sharing. In addititmthe coordination of system administration efforts, ityma
be possible to establish an organization-wide approachrdgiging and monitoring essential components, such
as the network infrastructure, across the entire grid. Soampus grids are essentially collections of computer
hardware that share a single file system, e.g. via NFS. Isitrglg, however, such campus grids do not rely on
shared files but employ some or all of the functionalitiestef Globus toolkit [23] to enable the exploitation of
resources across several (sub)domains of the Interneer@eaesearch institutions including our own are early
adopters of this approach [65][67][75][93].

The Globus project was instrumental in developing prote@rid services for constructing grids. It has imple-
mented and freely distributed grid middleware tools forusityg, resource management, information handling and
data transfer.

o Grid Security Infrastructure (GSI) [24] for establishinggead user’s identity. As an implementation of the

security protocol based on public key cryptosystems [85)bGs GSI supports services such as single sign-on
(so that a user need only log in once to a grid), and credetéiiglgation and mapping. With these, a user’s
access privileges may be delegated to processes and gldwger identities are associated with resource-
specific identities.

« Globus Resource Allocation Manager (GRAM) for grid-widesgarce management [17][18]. The GRAM
protocol allows the users to securely make job submissiodspass jobs to the appropriate local scheduler
(or job launcher) for execution. GRAM employs a custom Rese®specification Language (RSL) [88] based
on XML [61] to express job requests.

« Monitoring and discovery services (MDS) [16] to derive arrdvide job and grid-related information. MDS
enables the user to obtain details of available hardwaresafidiare resources, and to determine their status
and availability. This tool is based on the Lightweight i@y Access Protocol (LDAP) [74] for saving,
managing and requesting information.

« GridFTP [2] for distributed data access across heterogendate resources [15]. Extensions to the standard
File Transfer Protocol [62] have been implemented for hghformance data access in grids. Globus Access
to Secondary Storage (GASS) [5] tools also provide datestearwith transparent caching.

The Globus Toolkit has undergone several changes sincesitsdlease. One of the most significant of these was
the move towards a service-based instantiation, basedtheo@pen Grid Service Infrastructure (OGSI) developed
by the Global Grid Forum [83]. These changes were reflecte@labus Toolkit v3, or GT3, which was released
in July 2003. The latest changes evolve the Globus Toollwatd the Web Services Resource Framework (WSRF)
[82]. The WSRF proposal brings OGSI concepts more into lirta WWeb Services. Globus Toolkit v4, or GT4,
is slated to appear sometime in early 2005 and will introdsweport for WSRF. Although recent revision and
refining of basic grid protocols and standards by the Globad Gorum [63] aim to define grid services that adhere
to web-service specifications, the functionality providgdhe Globus tools remains essential in a grid environment
and continues to be provided in new releases of Globus.

A. The UH Campus Grid

Several major research activities at UH, including AQFuresjaccess to considerable computational power and,
in some cases, large amounts of storage. To accommodate ohdhgse needs locally, a decision was made to
create and operate a campus-wide grid that combines ceaswalirces at the university's HPC Center (UHHPC)



with departmental clusters. In addition to providing anrastructure for launching the various components of
AQF runs, other applications in such disciplines as chemighysics and engineering can be fully and securely
integrated into the same grid architecture, resulting im@putational environment with a richer set of resources
than otherwise locally possible.

The campus grid currently consists of a heterogeneousecla§tSun SMPs, a Beowulf cluster and an SGI
visualization system, with 9 TB storage, at UHHPC, a clusfeBun SMPs in Computer Science and several Sun
workstations and Linux clusters operated by the Math Depamt and the Geophysics Department. The AQF effort
has access to two additional Myrinet-based 64 node Intsteta and 5 TB storage for experimentation. This grid is
available to a broad cross-section of faculty and is depldge both research and teaching. The facility is heavily
utilized, with high average waiting times in the queue fobmitted jobs.
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Fig. 3. UH Campus Grid’s Initial Setup

Each resource in the campus grid is locally administered. Gud Engine (SGE) has been installed to manage
the resources within the individual administrative donsainter-departmental security is enabled via the certdica
based authentication mechanisms provided by the Globukittoaccording to which the identities of users and
resource are verified based on their public keys and the assdccertificates. Certificates must be issued by a
trusted certificate authority. UHHPC serves as the cendiaathority in our campus grid and is also responsible for
granting grid accounts to faculty and researchers acraspus. Individual departmental resources are configured
to accept only these certificates in order to protect themm fmauthorized access by non-accredited users. The
initial configuration of the UH campus grid is illustrated kg 3.

B. EZ-Grid Portal for UH Campus Grid Services

It is a daunting task for many application scientists torate with grids using the interfaces supplied by Globus.
One goal in the design of our campus grid environment is toeniblkes easy as possible for users to interact with
the grid services provided. EZ-Grid [14] is an on-going pobjthat focuses on making it easier and more efficient
for application scientists to use grids. EZ-Grid is a lighgight, freely available implementation of a web-based
portal for ubiquitous access to grid functionalities. Tloftware is very small in size and exhibits minimal external
software dependencies, while providing a convenientfiaterto all functionalities of the Globus toolkit, includin
security, resource information, data management and jobinssion services. The Globus Java CoG Kit [32][33]
has made it relatively easy for us to access Globus fundiipnghe portal classes consist of a set of portal services,
implemented as Java Servlets [71], and a credential seheayr;can execute on any web server that supports Java
Servlets. The system architecture, showing the relatipnshEZ-Grid to other middleware, is shown in Fig 4.
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The initial version of EZ-Grid provided the following majéunctions to a grid user:

« Grid authentication: Globus proxy creation and managemsiny GSI and X.509 certificates. This allows the
user to seamlessly establish his or her identity acrossaalptis grid resources and mutually authenticate with
them.

« Resource and operational information: Viewable inforomatbn status of grid resources, with static attributes
such as operating system version and CPU count, and dynanitici'es such as CPU loads and current length
of job queue. Users can check queue availability, or theustaf their submitted jobs. Additional EZ-Grid
specific information includes application profiles (metadgbout user applications) and job execution histories.

« Job specification and submission: the GUI enables the usgpedoify a job and its requirements, including
the resources needed for its execution, and to supply irdtiom to the target resource management system.
Automated translation of these requirements into RSL abdesguent job submission via GRAM are supported
by the portal.

« Job management: Storage and retrieval of relevant apiplicarofile information, history of job executions
and related information. Application profiles are metadataharacterize applications that can be composed
by the user.

« Data handling: Users can transparently authenticate withbsowse remote file systems of the grid resources.
Data can be securely transferred between grid resourceg tie GSl-enabled data transport services such as
Grid FTP.

In order to complement the static resource information thattandard in a Globus-based environment with
gueue configuration information and dynamic queue stantsrfaces were developed with the local resource
management systems. Our environment primarily uses Suh Ergine (SGE) [91] to manage the workload; it
provides a relatively straightforward set of commands #retble us to derive the required information. Users can
thus check the status of their jobs, the load on the indiicesources and queue availability. Additional informatio
provided includes application profiles (metadata aboutiegions) and user-specific job execution histories.

IV. REQUIREMENTS FOR AGRID-ENABLED AQF

Our campus grid and EZ-Grid portal software were tested aariagb student coursework [64] and by graduate
students engaged in computational science throughouttiversity. It has been used for the execution of a variety
of jobs. User feedback helped improve the software, anddrctiurse of its deployment, we have gained valuable
experience of grid challenges facing both users and adiratoss. However, until now EZ-Grid has been used to
run jobs consisting of a single executable. In order to supthe AQF project’s goal of producing reliable, timely
and accurate air quality results using resources acrossampus grid, more work was needed. Such a complex



application poses a number of additional challenges ingesfrboth the functionality and reliability of our campus
grid environment.

The AQF application requires the execution of multiple texi area weather models on increasingly smaller, but
more closely meshed, domains in conjunction with the chahritodel. It also relies on global weather data that
is automatically retrieved each day. In order to supportcetien of the entire application, a computational grid
environment must enable the specification of the compldidrjoluding the interactions between its various com-
ponents; it must allow for the automated retrieval of glovehther data and subsequent initiation of preprocessing,
must start the weather model once the initial data set isyreat be able to launch other executables when the
corresponding input data has been produced, accordingetaghlication cycle previously described.

Software is thus needed to enable a complete descriptidredpplication and its execution cycle, to regulate its
use (including such things as determining which users mafigure aspects of the different codes), for scheduling
the individual executables, for transparently transfgrifiles between machines according to the workflow, and for
monitoring the state of the on-going computation and redjpanto performance (and other operational) problems.

In the course of this requirements analysis, we collabdrelesely with the AQF application scientists in order to
better understand their specific needs and ensure thatwisiores meet them, as well as with system administrations
in order to understand the challenges involved in maintgirgrids and dealing with different kinds of users. We
further investigated the major impediments to grid-emablbur AQF applications. The outcome was a refined set
of requirements and a plan for the development of a more celnegmsive environment to support the AQF project
lifecycle.

A. Workflow Requirements

During the course of execution of the AQF application, tgtab of data (meteorological data, emissions inventory
data, air quality monitoring data, and air quality simwatioutput) need to be transferred among the modeling
subsystems that may run on different computer platformga{leh or sequential) at different physical locations (on
campus or state-wide). Even within each subsystem, a jobbeilaccomplished via the cooperation of different
modules, potentially executing on different machines. &ample, the MM5 weather forecasting system provides
meteorological data for the Air Quality Modeling tools. Bt order to prepare the data for input to the AQF
subsystem, the input data for MM5 itself must be obtaine@ppcessed to create the initial conditions, the
simulation performed and post-processing tasks carriedTdus is a cumbersome process that typically requires
the use of scripting languages or human control.

AQF tasks include running MPI jobs on hundreds of processmasferring terabyte-sized files to visualization
servers at different sites, and archiving large data setaass storage. Support is needed to graphically define a
complex sequence of tasks that couple forecasting, emsgimcessing, and chemical transport simulation. AQF
team members require a graphical environment for spedditatf the workflow of a job being submitted, as well
as a workflow language that permits expression of the jobeddencies for co-scheduling.

Workflow systems are needed to manage complex jobs such sash#di consist of multiple executables and
dependencies between them. Without this, AQF executioraisaged using shell scripts that are platform-dependent
and do not provide mechanisms for data communication betwlependent activities. Challenges to support for
workflow in a grid environment include the existence of npléi administrative domains and the dynamic nature
of grid resources. Scientific applications with complex kitmw such as AQF may have needs that are specific to
the scientific domain. Moreover, large-scale codes tylyiaalquire at least some of the following:

« Support for very large datasets
Support for adaptation to changes in the environment (églpeehere resources can dynamically change)
Hierarchical execution, with sub-workflows created andirdgsed when necessary
Execution of large number of jobs with varying parameters
« Monitoring and dynamic control of workflow execution

B. Requirements for Grid Metascheduling

Grid metascheduling is the process of making schedulingsiers involving resources over multiple adminis-
trative domains. One of the primary differences betweeni@ grheduler and a local resource scheduler is that
the Grid scheduler does not own the local resources andftinerdoes not have control over them. The grid



scheduler must make best-effort decisions and then subbst o the resources selected, generally acting as if it
were the user. Furthermore, the grid scheduler does not ¢t@vieol over all of the jobs submitted to the local
resource scheduler, so decisions that trade off one jolgesascfor another’s are very hard to make in the global
sense. This lack of ownership and control is the source ofynudirthe problems that need to be solved in this
area. For the AQF application, a job consists of several mi#gget tasks and placing these tasks on the appropriate
resources across a grid is much more complex than scheadusirgyle-executable job. Also the scheduling decision
must ensure system-wide Quality-of-Service: in our cdsis,heans we must make sure the prediction results are
generated in a timely fashion. In addition to the generallehges of metascheduling, specific requirements for
AQF metascheduling include:

« Workflow orchestration: A submitted AQF job is not a singlskaor executable that can be scheduled to
one single resource, but includes tasks that depend on @¢hehin a complex fashion, and also on the file
transfer between grid resources. The metascheduler canhetlule the tasks one by one onto resources once
the dependencies are resolved. Instead, the metaschestholeld make a one-time assignment of tasks to
resources and possibly ask for advance reservation frontotta resource manager for some tasks. When
launching each task, the metascheduling system also haake sure that the workflow order of AQF tasks
is correctly maintained.

« Time constraints: The AQF application has a recurrent, fygical, mode of operation and thus identifiable
typical requirements. Each day in our current developmeotlen AQF starts execution at 15:30p.m. and
completes around 7:00a.m. the next day. The operationakmaltl require much faster completion time but
will also be predictable in terms of required start and emikt. The metascheduling must guarantee these.
When a task is submitted by the metascheduler to the localires manager, the metascheduler relinquishes
control of the job and the job may potentially be held in thewgl of the local resource manager for a long
period of time before being launched. Metascheduling swoistshould be carefully designed with this in mind,
and wherever possible, utilize deadline or priority schieguoptions that ensure a job’s timely initiation.

« Data handling issues: AQF applications download and gémtaye amounts of data each day. Proper handling
of this data is necessary if an AQF job is to be successfullyriuited across grid resources for execution.
Efficient data movement between resources, without unsacgsvaits, strategies and tools for management
and archival of this large and growing set of data, must alplmvided.

C. Grid Security Requirements

It is hard to meet all security needs in a grid while remainiransparent for the user. General problems of
ensuring system integrity in a networked environment masténalt with; data communicated between grid resources
must not be tampered with. The relatively straightforwaasktof logging in to a resource is complicated by the
need for generality and transparency of authenticatiord &pplications such as AQF may spawn processes that
communicate with one another across multiple administatiomains: to clearly associate all resource requests
and utilization with an accredited user, a single grid-widentity is needed, along with a means for deriving
local resource-specific user identities, and correspgndatess rights, from that grid identity. Since grid jobs may
dynamically acquire new resources, for instance to sapsfjormance faults, grid authentication strategies must
also provide for the delegation of rights to a remote praoc&éssrotect against their potential abuse, they should
expire after an associated time period. Any resource reégquade on behalf of the user after this time period thus
requires a fresh delegation. Solutions must allow for aetgrof different site policies with regard to security, and
need to interoperate with a variety of pre-existing locahautication schemes.

The Globus toolkit’s grid security infrastructure is alrhagiversally used to provide authentication in grid envi-
ronments, including ours (cf. Section IlI-A). It providdset services described above. Users mutually authenticate
with resources on the grid and securely spawn and managdaeeromputations using X.509 certificates. GSI is
primarily based on public key infrastructure (or asymneeley) cryptography (PKI) and uses Generic Security
Services API (GSS-API) [34]. Interoperability with otheschnologies such as Kerberos [41] has been addressed
(e.g. KX509/KCA [73]).

Note that there is an inherent problem for scheduling thiataras a result of the way in which user identities are
managed. The strategy for associating grid-wide and |latetities does not expose information associated with
the grid-wide identity to local resource management systethese local systems are responsible for optimizing



the utilization of resources under their control, for whibley may exploit resource usage privileges and scheduling
strategies associated with local user accounts. We neesdaalge their optimization capabilities for grid applicat
execution, but as a result of their limited information thrennot take the wider environment into account.

Although it is probably the most widely deployed part of Qlsbour initial experiences using GSI grid revealed
several different kinds of weaknesses with this solutiore Wéscribe our security infrastructure briefly before
describing the problems identified.

In our setup, user authentication with EZ-Grid was equivale performing a grid proxy initiation with the
Globus toolkit through the portal. Our campus grid usersaioletd certificates from UHHPC for authentication
with the portal as well as with the grid resources. A creddrderver acted as a secure repository for the user
credentials (X.509 certificate and key pairs) and the pmoxiesociated with the grid-wide user identity. This
realization permitted unlimited user mobility through aWwser and enabled secure storage and export of new or
renewed certificates and keys to the credential serverghrthe portal. Alternatively, a MyProxy [39] server could
have acted as an online repository for user proxies.

The first shortcoming of this approach is the relatively censbme setting up process, which involves a number
of steps to be performed by both the end user and system adrator. The following list indicates some, though
not all, of the major setup steps required by GSI.

1) The user has to generate certificate requests with theaipgte fields in the DN

2) User certificates must be signed by a CA acceptable to thetteesource

3) The user sets file permissions appropriately for the crgale before signing-on

4) The user conveys his/her DN in the certificate to the adstratior of the remote resource

5) Each remote administrator records the user's DN and thec&ted mapping to the local resource-specific

user

6) The user configures local settings to accept the credemtidhe CA that issued remote host certificates and

the credentials of the remote resource itself

7) The path must be set correctly for the trusted CA certidicdd enable subsequent mutual authentication with

the target resource

8) The user creates the proxy with the appropriate crederdiad authenticates with the resource
The steps 4 through 7 are repeated whenever the user gagssdoca new resource that trusts the CA that issued
the user’s certificate. Steps 1 through 7 are repeated whetiey user gains access to a new resource that requires
user credentials issued from a different CA.

The relative complexity of this process was the cause oleaticonfusion and error among grid users, who were
often unfamiliar with PKI. As illustrated by a simple search Globus mail archives, numerous deployers have
also encountered problems in setting up GSI correctly. phidblem is compounded by the complexity involved
in establishing and using PKI itself. Next, we explain therstomings associated with how we set up the portal
authentication.

Our portal’'s authentication setup had obvious shortcomingierms of maintenance and in accommodating an
increasing number of users and resources. There are twoatliauithentication tasks involved. First, the user has
to prove his identity to the portal server while logging iecend, the user does mutual authentication with the grid
resources that he wants to use. In our initial setup, botbettasks used GSI and the same PKI credentials. Lack of
separate mechanisms for these two tasks hindered the litgxdjiportal usage and posed increased security risks
if credentials were compromised. The portal credentialeevie be refreshed whenever the user’s grid credentials
expired and vice versa. Portal authentication setup cootda changed independent of the grid credentials.

This setup posed significant burden to the system admitossran operating the portal. A variety of management
tasks required system administrator effort that would repbssible with large numbers of users or resources. In
particular:

« Whenever a new resource was added to the grid, GSl-speciffigocation tasks had to be manually carried

out to ensure correct identification between local and dlobar identities, a non-trivial effort.

« The removal of a user’s grid account required manual editihgonfiguration files for all resources that the
user had access to. In the case of compromised user crdgetitia would potentially require editing of all
such files, a serious problem if the number of participatiegources is high. Similarly, any revocation of a
user’s certificate for other reasons requires the manuatupgof the configuration files to ensure that future
accesses via the revoked credentials are denied.
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« If users may have different identities/roles, potentialigh distinct access rights and priorities, they need mul-
tiple sets of credentials. It proved to be difficult to decideich credential to use for the initial authentication.
There was also a problem translating between the varioukentials when the user required access to multiple
resources that did not accept a single CAs credentials.

« Although it was a relatively easy task to make software susht@m and ssh available through the portal,
whenever HPCC wanted to provide new services (e.g., useirntgamaterials) to campus grid users, they had
to rely upon a different authentication scheme for esthlig identities. Or, they had to rely upon the GSI
mechanism even for new non-grid services.

Improvements were clearly needed to make the securitysinfreture easier to deploy and maintain for both
users and system administrators.

V. UH PRODUCTION-QUALITY GRID FORAQF APPLICATION

To support reliable, timely and accurate air quality prédit using our AQF applications, our UH campus
grid and its supporting software are evolving into a proauztjuality environment. In order to add required new
functionality, we have carried out an extensive study cdtexl systems to identify their strengths and shortcomings.
We leverage and extend state-of-the-art grid technologiedevelop our AQF-specific grid middleware. In the
coming sections, we explain our strategies for supporthmg ¢complex AQF workflow, metascheduling across
organizational domains and seamless grid authentication.

A. EZ-Grid Workflow Support

Grids encourage the deployment of applications with namiatrworkflow and in consequence, several workflow
orchestration tools have already been developed, or arerutevelopment, by the Grid community, and relevant
standards have been defined or are under way. BPEL4WS [5jdpwar business language for scripting workflow
to integrate multiple services to jointly accomplish a céemggask. A workflow engine acts as the agent that follows
the BPEL4WS specification document and contacts each ofettvices required by the specification following the
order specified. BPEL4AWS is constantly being improved. H@aweét is closed source and was not designed for
long running workflows. Consequently, the Grid Servicesslanguage (GSFL) [46] has been defined to enable
the description of workflow for Grid services within the OGS amework.

Condor is probably the best known workflow system for scfentiomputing. The Condor DAGMan [58] allows
dependencies to be expressed between Condor [35] jobsufakézs) and supports the submission of multiple jobs
to Condor in the proper order. For DAGMan, a configuration iteated prior to job submission describes the
workflow in form of an acyclic graph. In it, the jobs are remeted as nodes of the graph, and the edges identify
the dependencies between them. Priority relationshipsdsst input, output, and execution of the corresponding
programs can thus be specified. However, this software chnbenused for Condor jobs and in order to interface
with other grid codes, a separate abstraction layer is mkédealternative to the approach adopted by Condor is the
Directed Cyclic Graph (DCG) used by Triana [94] as its metfawdnodeling the workflow process. Triana is built on
the idea of composing applications from reusable companastare a number of other systems including WebFlow
[6] and Symphony [36]. WebFlow provides a web-based viswagmmming environment for high performance
computing software. Symphony and Triana offer similar fiorality for the development of distributed computing
software from predefined software modules, whereas CommanpGnent Architecture (CCA) [54] focuses on
composition of software components at runtime.

However, most of these workflow systems are designed to b& lwgeexperts and are not suitable for use by
novice users. Gridant [4] and Karajan [72] are efforts theget the user without expertise in sophisticated workflow
systems. Both aim to provide a convenient tool to the Grid momity that allows the expression and control of
the execution sequence in a workflow computation. As parth®fGlobus Commodity Grid kit (CoG) [32] [33],
both Gridant and Karajan have the ability to submit jobs tdtiple resources managed by GT2, GT3 and the
future GT4. Gridant is a simple client-side workflow spedifion system that makes use of Apache Ant [50] [51],
a popular build tool extensively used in the Java commuasyits workflow engine. The functionality of Apache
Ant is extended by Ant tasks, which are specifically suitedtfie grid environment.

Karajan, which provides workflow specification and a workflemgine, enables the definition of complex jobs
for execution in a computational grid and offers advancedifies such as failure handling, checkpointing, dynamic
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workflows, and distributed workflows. A workflow can be cldiesl as centralized or distributed according to the
manner in which tasks are distributed within a workflow. A ftow in which all tasks are executed at one location
is called as centralized workflow. In distributed workflovgka can be executed at multiple locations. Workflows
in Karajan are defined using a language based on XML; it isnsdtée through Java. The execution engine in
Karajan is based on an event handler. Karajan defines elemdmth are building blocks for functionalities such
as parallel processing, parallel iterators, and Grid efegmsuch as job submission and file transfer. Elements react
to events received from other elements and generate theirevents.

After evaluating existing technologies, including the edove decided to leverage the Karajan software to provide
workflow support in our environment. Karajan is open sourug @an easily be modified to suit AQF needs. Karajan
supports sequential and parallel execution containetsatloav subtasks to be executed in sequence or concurrently,
as desired. Tasks and dependencies between them can baieatlyeexpressed. Inter-task dependencies may be
specified as constraints on the occurrence or the tempatating of significant events generated by the involved
tasks.

Yet, one major weakness of Karajan in supporting AQF is tluk Iaf support for metascheduling and it only
submits the tasks of a workflow job one by one. Thus we mushebdeme of the Karajan workflow component to
integrate with our metascheduler. Metascheduler is resplenfor assigning individual tasks to different resowsrce
and for enforcing task dependencies (this procedure igithesicbelow). The scheduler also coordinates the execution
of tasks in the workflow. In [43] a distinction is made amongeth scheduling approaches: centralized (a single
scheduler schedules the tasks of all concurrent workflquesjially distributed (a local scheduler for each workflpw)
and fully distributed (no scheduler is used, but task agemdsdinate their execution by communicating with each
other). We have adopted the approach of a centralized skhe@verall, the workflow is managed by a Grid
metascheduler, which assigns and schedules jobs to diffarachines, while the individual tasks are managed by
local schedulers.

We also aim to provide the option of fully automatic scheaglof AQF workflow jobs based on our profile data
and experimentation with a variety of execution scenaf@srent research in our team also considers automated
resource brokerage. This is highly desirable to automijti@and transparently select suitable resources to test
environment model configurations and find optimal setupgitferent geographic and seasonal conditions.

In addition, GUI support from Karajan is very simple and nuteprated with web portal. In our work, a high-
level GUI will be provided to help a user define complex tasksrkflows) using the extended Karajan and will be
integrated with the EZ-Grid portal environment. Additibroem-going work addresses features that allows users to
store and schedule workflows when desired. These workflowshen be configured to automatically run, either
periodically or at a specified time.

B. QoS-Guaranteed Metascheduling with Workflow Orchestrat

As part of our efforts to develop a metascheduler to suppQF Aroject, we have tested a number of related
software systems to determine the one most appropriateufoneeds. Global metaschedulers are relatively new in
the field of grid computing. Existing global schedulers sashMaui and CSF are sophisticated, but unfortunately
cannot fulfill our needs. The Maui scheduler is not OGSA-champ, has no workflow support and is also not open
source. The Community Scheduler Framework (CSF) [86] iohaljlscheduler that interfaces with local schedulers
such as OpenPBS [84], LSF [87] and SGE. However, CSF cuyread no support for specifying workflow. Other
essential features missing from existing global scheduee data-aware scheduling and interfaces with portals.
Data-aware scheduling refers to an ability to select theprdenresource that is closest to the data. This is likely
to be an important feature for applications such as AQF, whiansfer large sets of data.

The task of the metascheduler is to select appropriate res®dior submitted jobs, according to the current or
predicted resource usage information and user job infoomalt also helps to set up the file transfer channel that
will be used for moving data between tasks or jobs. Howeherprocess of choosing appropriate resources is very
complicated. The metascheduling process is split into es@f stages in which the potential set of resources is
progressively narrowed down to ultimately identify the thessource for the given job specification. In our initial
implementation, we divide this process into two stagest, fike select resources based on the job specification
and static resource information, such as the number of CRigmory sizes, etc. Secondly, we order the selected
resources based on dynamic resource information, whidndes resource usage value (RUV) and job average
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waiting time (JAWT) on specific resources. The first step grenk the simple match-making of each attribute of
the job specification with known resource information. Hoe second step, RUV and JAWT are combined into
a single normalized value, Resource Load Value (RLV) ancdam this RLV, the metascheduler will order the
selected resources and choose the "right” one for the umdr’s

The current metascheduling system is designed to find $eitebources from a grid for a single job. Scheduling
dependent tasks of a job could be simply implemented on togingfle-job metascheduling by scheduling each
task when its dependent tasks are completed. But a majotepnobf this approach is that the metascheduler
cannot in general guarantee the scheduled task will be lleehdght after it is submitted to the local scheduler
and it may wait in the local queue for some time. Our approaaeken a one-time choice that assigns resources
for all the tasks, and then the metascheduler submits thethetdocal scheduler. The required resources of the
submitted tasks will be held or reserved by the local scherddiiring their execution time. The metascheduler
predicts this time based on available information on theatiom of each task and the amount of data produced.
The high predictability of AQF runs, which generally use tt&me mesh sizes and number of time-steps, will
enable us to do so accurately. We have extensively profileadmplete application on the various grid platforms
and configurations at our disposal in order to better undedstts likely runtime behavior and to determine grid
configurations that are useful for execution. This may neebet partially repeated when systems are extended or
upgraded.

Accurate run-time resource information is also essemiatlfe metascheduler to make the best decision globally.
The metascheduler can exploit both static and dynamic rimdition in the two stages of match-matching. First,
static information that captures resource setup detaith |1 platform, OS, library installed, etc, will be used
in the first-stage filtering by metascheduler. Static infation is provided by Globus MDS or configured in the
information services by system administrators. Secondadyc information that captures the runtime behavior of
grid resources, such as current load, queue informaticiladle memory and swap, available network bandwidth,
and so on, will be used in the second stage of scheduling.ifffuienation is provided by either the local resource
manager or third party resource monitoring tools. Since AQF jobs will run daily at the same time, resource
usage forecasting may be employed to guide the metaschaédukesource assignment.

1) Workflow Orchestration:To integrate Karajan with our metascheduler, we extend jgai® workflow de-
scriptions with two sets of information necessary for globegheduling: first, task dependency details, which we
call dependency elements; and second, the profiled taskuxeaetail. Task dependencies are represented by
DAGs like those in Condor. Dependency elements, such asditeenparameters passed, are appended to the DAG
edges, which thus have richer information than just theticelahip. The DAG vertices, which represent tasks of
a workflow job, are linked with the execution details, suchttas execution time on various number of CPUs on
different grid resources.

Using the extended workflow description, the metascheddsigns tasks to resources and submits them accord-
ingly to the local scheduler. To do so, the metaschedulergiesdicts when each task can start by traversing the
DAG; it then checks resource availability for each task astharting time. During this calculation, the time needed
to handle dependency elements may also be considered, inal tgxample of which is file transfer between tasks.
This is further discussed in Section V-B.3. To mitigate tHeat of inaccurate prediction, the metascheduler assigns
buffer time or a grace period for each task.

Although the tasks are submitted to the local scheduler tmeeare assigned to resources by the metascheduler,
they will not be launched until their dependencies have lresolved. This is accomplished via the sending of
corresponding events by the dependent tasks when they etamplntil these are received, the tasks are held in the
local scheduler’s queue. At that point, the event handl#release the task from the queue and it will be dispatched
to the compute nodes. The metascheduler also receives ¢in¢ motification and triggering information to enable
it to track the current flow of task executions. It can use thisdjust the start time of other unfinished tasks. If
the metascheduler does not receive the event notificatten thie established grace period, it will check the current
status of their dependent tasks. If they are still healthgpay do nothing but monitor it more frequently. In case
of severe delays or the failure of tasks, the metaschedwugrforce the local scheduler to launch or dynamically
modify the assignment of resources to uncompleted tasks.fdilure handling also causes the metascheduler to
adjust the event chains established previously.

2) Time Constraintsif not properly scheduled, an AQF task may be held in the quéadocal resource manager
for a long time and this is not controlled by the metaschad@eir ability to schedule executables to reliably
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produce results at the required time hinges on the abilityheflocal schedulers to perform advance reservation
and backfilling. The high predictability of AQF jobs permits to reserve resources or create temporary dedicated
gueues for AQF tasks in order to reduce or avoid waiting timi¢cal queues. We have tested these capabilities in
SGE, LSF and PBS Pro, all of which provide resource resenvdtiatures. We are currently developing a uniform
interface to enable our metascheduler to make best use s# thatures. This interface complements the DRMAA
[59] interface to local schedulers. DRMAA is currently sopied by SGE and Condor and provides job control
interfaces. We plan to submit our interface for resourceanded reservation to GGF.

Another key feature of our metascheduling approach thgbsh&d address the time constraint issue is the
immediate submission of tasks with their predicted stgrtime when the resource selection decision is made.
The local resource manager will hold the resources for ts& ifits the dependencies are not resolved at the
specified start time, or backfill to permit other jobs to runemtthe AQF task is waiting. Preemptive scheduling
may be employed to ensure that the high-priority AQF tasks wse the resources if they are approaching their
deadline.

3) Data-aware schedulingtf the execution is to span several grid resources that ddvawd shared file systems
efficient data handling is essential. While file-staginghe tocal resource manager or Globus GASS can be used
to transfer files for an individual AQF task, they also intnod several problems. First, both are completely out of
the control of the metascheduler once the task is submifedher, there is a higher probability of failure when
transferring large files than with small file transfer; anjui@ should be detected easily and quickly to initiate re-
transfer. If a task is stopped because of the failure of fdgisg or a GASS transfer, the metascheduler would have
to identify the details of the job error report from local ®esce manager to discover the root cause, and resubmit
the tasks with the any required corrections. This processidvbe very inefficient, would complicate the design
of the metascheduler unnecessarily and would probablygothe scheduling decisions already made. Moreover,
time spent in file staging or GASS is normally ignored by a slctiag system. But our AQF application requires
large file transfer and has time constraints, so that thig t#mould be properly allocated by the metascheduler
when assigning AQF tasks to grid resources. Thus we havetedj¢he use of these mechanisms and devolve this
responsibility to our metascheduler.

In our metascheduling strategy, we consider large file temasto be separate tasks in the workflow. The
approximate time for the transfer is calculated from theljmted file size and network bandwidth between the source
and destination hosts obtained via monitoring. Also, inghecess of assigning resources to tasks, metascheduling
will consider the existence of shared file systems within etween resources, and thus eliminate unnecessary
transfer costs. The design of our metascheduler recogaizgsieals with situations when output is not produced
in a timely fashion by any one of the executables in a job. Thizased upon the profile data and active monitoring
of job status.

C. Revised Sign-On and Authentication Setup in UH Grid

As a result of our experiences with GSI, we searched forradtare approaches to realize a flexible and scalable
approach to grid authentication. Our portal authenticefibase had to be decoupled from the grid authentication
and hence made independent of GSI. We required a new wel-baigentication mechanism to achieve this.

CoSign [56] is an open source project at the University oftfjan to provide a web-based authentication system.
Users need to authenticate only once per session in ordarcss any number of Cosign-protected services. It
is based on the idea of using a central server for autheimticaCosign provides a much simpler web-based
initial logon scheme than does GSI and permits use of egisinthentication schemes such as LDAP, Kerberos,
username-password and X.509 certificates. In a CoSigrdisesmirity scheme, our portal services (including those
that let the user access grid resources) would check witlmi@ade€CoSign service to ensure that a user is logged-in.
This approach improves portability and reduces admiristraoverhead. Using a central server for authentication
also tremendously simplifies the configuration needed tpaupser certificate-based authentication (e.g. KX-509)
across campus web services. Unlike other cookie-based wtigrdication solutions, Cosign does not employ
domain or otherwise public cookies to allow cross-servéhentication. The Cosign server has its own cookie as
do the departmental web servers. The Cosign cookie is &laitaly to the Cosign server; the departmental service
cookies are available only to the departmental serversigBdeverages its central state database to allow simple,
effective user-initiated logout at the end of a session.
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We have revised our UH campus grid so that it relies upon aralgdgd CoSign authentication server for
portal authentication. Once the user identity has beenesséally established through this central server, the user
can access any number of services protected by the Cosigersircluding grid services. Thus, user access to
grid services is considerably simplified in comparison to earlier setup. The portal authentication phase relies
solely upon CoSign and is completely independent of grichentication credentials and GSI. Further, the two
authentication mechanisms (CoSign and GSI) can be setuganfijured independent of each other, providing
ease-of-use for administrators. A stand-alone grid pravgation service now allows the user to choose among
multiple GSI credentials to perform grid authenticatiortcAss to this service, in turn, is protected by the central
CoSign server. Now, the user has a clear separation betwikergicating to the portal and to the grid resources.

It is now a simple task to add new services to the portal, wieictails protecting them by the central Cosign
server. All services check for Cosign authentication aret identity before granting access to the user. The Cosign
server can be replicated in order to achieve better loachbelg and avoid a single point of contention and failure.
However, adding new grid resources still poses a problemt asquires that the GSl-related configuration be
repeated on each target resource. This is a concern we pkhdtess in our future work.
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Fig. 5. CoSign-based UH Campus Grid Authentication Setup

Under the revised setup, users authenticate to the centr@Ig@ server using a simple username/password
combination. The success of this process is indicated byes#i@blishment of a login cookie for the user on the
central server. Then whenever a user accesses a servitec(pbby CoSign) a service cookie is established. The
central server orchestrates this process by associatingetvice cookie with the user’s login cookie. The user
can simply access CoSign-protected grid services for paegation (this requires the correct passphrase entry
however), job submission and other related grid operatidhge user can also logout by simply clicking a URL
that clears the login cookie, after which subsequent opeamtequire fresh authentication with the central CoSign
server. The process is illustrated in Fig 5.

It is important to note that our revised portal only simpifithe user tasks of signing-on and accessing grid
services. It does not address the server-side work reqtarawiintain correct credential configurations and identity
mappings. We have yet to deal with a scenario where the usgiiras access to resources that require a new set
of credentials, potentially because they expect certdgtom a different CA.

VI. CONCLUSIONS ANDFUTURE WORK

Grid environments enable the creation of new infrastregas "virtual organizations” that seamlessly aggregate
distributed and dynamic collections of resources. Campigs gorovide an opportunity to help researchers solve
computationally demanding problems in science and engimggeHowever, simplified access to grid services is
essential if computational scientists are to fully utiliteem. Grid portals can help raise the level of user-grid
interaction. They enable web-based access to grid resoarwk services and may be used to perform single sign-
on, view resource status information, submit jobs and mardaja. The EZ-Grid portal project addresses these
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issues and provides a single web-based interface for peirigrstandard grid tasks. This portal is being extended
and adapted to meet the specific needs of the AQF project. TQieajpplication consists of a number of executables
that interact via the transfer of relatively large files; dsha highly predictable execution behavior. New functiyal
will enable AQF researchers to fully automate the processpetifying and starting their complex jobs that may
utilize a variety of hardware resources on our campus.

Major improvements include support for specifying, scHieduand executing workflow jobs that entail the trans-
fer of large data files between executables. They also iectugbport for improved user authentication. To achieve
our goals, we have evaluated a variety of existing appraaahd where possible, exploit existing implementations.
Our current workflow system allows users to conveniently #exdbly combine different computational tasks within
a module e.g MM5.

Existing metaschedulers make resource assignment desisiostly for single-executable jobs and do not have
any QoS features. Our scheduler integrates with and extiadsjan workflow systems to support AQF jobs
with complex dependencies, and addresses AQF-specifie @stime constraints for better QoS. To improve the
decision making, the scheduling process exploits additiomformation including job profile data. Time cost for
data transfer is considered also to make sure that the cmtiolh of dependencies are properly handled and incur
minimum unnecessary delays in the coordination. We aremistotyping network-bandwidth- and topology-aware
scheduling in the metascheduler. This is especially udefubur AQF campus grid where huge datasets need to
be downloaded and transferred before and after the execotieach AQF module.

The need for users to deal explicitly with certificates pbwe be one of the biggest hurdles in user-grid
interaction. We modified our campus grid to use the CoSigtwsoé to simplify this process, although it did
not alleviate the system administration burden. We needttirtue to search for ways to simplify all aspects of
grid authentication. Since GSI is the de-facto authentinatnechanism, a solution should ultimately use the GSI
fabric; however, it is important to make it easier to achigviel security from the perspective of both users and
system administrators. We plan to study information re#iiealgorithms [48] for key management and retrieval
based on search query formation. Also, key striping teasgmight be leveraged for increased fault tolerance
and protection against compromised keys.

ACKNOWLEDGMENTS

We wish to thank Dr. Daewon Byun for his support for our effaxt explore the AQF application and Dr. Jiwen
He for his help in understanding MM5 and its deployment. Weul@also like to thank the HPCC team for their
help in the construction of a testbed to facilitate thisiaite as well as for their feedback on our efforts.

REFERENCES

[1] Z. ADELMAN AND M. HOuYOUX, Processing the National Emissions Inventory 96 (NEI96ieer 3.11 with SMOKEThe Emission
Inventory Conference: One Atmosphere, One Inventory, Maingllenges, 1-3 May, Denver, CO, U.S. Environmental Ptmrdgency,
2001.

[2] W. ALLcocCK, J. BESTER J. BRESNAHAN, A. CHERVENAK, |. FOSTER C. KESSELMAN, S. MEDER, V. NEFEDOVA, D. QUESNEL,
AND S. TUECKE, Data Management and Transfer in High-Performance Compmnat Grid EnvironmentsParallel Computing 2001.

[3] G.ALLEN,D. ANGULO, |I. FOSTER G. LANFERMANN, C. Liu, T. RADKE, E. SEIDEL, J. HALF, The Cactus Worm: Experiments with
Dynamic Resource Discovery and Allocation in a Grid Envinamt,International Journal of High-Performance Computing Agations,
Volume 15, Number 4, 2001

[4] K. AMIN AND GREGOR VONLASzEWSKI, GridAnt: A Grid Workflow System. Manudtebruary 2003

[5] J. BESTER |. FOSTER C. KESSELMAN, J. TEDESCQ S. TUECKE, GASS: A Data Movement and Access Service for Wide Area
Computing Systemsixth Workshop on I/O in Parallel and Distributed Systeigy 5, 1999.

[6] D. BHATIA, V. BURZEVSKI, M. CAMUSEVA, G. Fox, W. FURMANSKI, AND G. PREMCHANDRAN, WebFlow A Visual Programming
Paradigm for Web/Java Based Coarse Grain Distributed CainguConcurrency: Practice and Experience, vol. 9, no. 6, pp55B5
1997.

[7] R. BUTLER, D. ENGERT, |. FOSTER C. KESSELMAN, S. TUECKE, J. VOLMER, V. WELCH, A National-Scale Authentication
Infrastructure, IEEE Computer, 2000.

[8] D. W. BYuN, J.K.S. QHING, ed., Science Algorithms of the EPA Models-3 Community Maétle Air Quality (CMAQ) Modeling
SystemEPA Report, EPA/600/R-99/030, NERL, Research Trianglk,Ad€, 1999.

[9] D. W. BYuN, J. RLEIM, R. TANG, AND A. BOURGEOIS 1999: Meteorology-Chemistry Interface Processor (MCIBY) fModels-3
Community Multiscale Air Quality (CMAQ) Modeling SysteWsiashington, DC, U.S. Environmental Protection Agency, deffof
Research and Development.

[10] D. W. BYuN, K. SCHERE, EPA’s Third Generation Air Quality Modeling System: Deption of the Models-3 Community Multiscale
Air Quality (CMAQ) Model.Journal of Mech. Review, 2004



[11]
[12]
[13]
[14]
[15]

[16]

[17]
[18]

[19]

[20]
[21]

[22]
(23]

[24]
[25]
[26]
[27]
[28]
[29]

[30]

[31]
[32]
[33]
[34]
[35]
[36]
[37]
[38]
[39]

[40]

[41]

16

Cao, J., S. A. ARvIS, S. SAINI, AND G. R. NuDD, GridFlow: Workflow Management for Grid Computinty Proceedings of 3rd
International Symposium on Cluster Computing and the Gridlokyo, Japan, May 12-15, 2003, p. 198.

B. M. CHAPMAN, B. SUNDARAM, K. THYAGARAJA, S.W. MASOOD, P. NARAYANASAMY, EZGrid system: A Resource broker for
Grids, http://www.cs.uh.edu/@zgrid

B.M. CHAPMAN, Y. L1 AND B. SUNDARAM, AND J. HE, Computational Environment for Air Quality Modeling in TexdJse of High
Performance Computing in Meteorology, World Scientific Falting Co, 2003

B.M. CHAPMAN, H. DONEPUDI, J. HE, Y. L1, P. RARGHUNATH, B. SUNDARAM AND Y.YAN, Grid Environment with Web-Based Portal
Access for Air Quality ModelingRarallel and Distributed Scientific and Engineering ConmgjtPractice and Experience, 2003

A. CHERVENAK, |. FOSTER C. KESSELMAN, C. SALISBURY, S. TUECKE, The Data Grid:Towards an Architecture for the Distributed
Management and Analysis of Large Scientific Data Skiarnal of Network and Computer Applications, 2001.

K. CzAJKOWSKI, S. RTZGERALD, |. FOSTER C. KESSELMAN, Grid Information Services for Distributed Resource Shgrin
Proceedings of the Tenth IEEE International Symposium ajhHierformance Distributed Computing (HPDC-10), IEEEsBréugust
2001.

K. CzAJikowskl, |. FOSTER N. KARONIS, C. KESSELMAN, S. MARTIN, W. SMITH, S. TUECKE, A Resource Management
Architecture for Metacomputing Systenfspc. IPPS/SPDP '98 Workshop on Job Scheduling StrategieBdrallel Processing, 1998.
K. Czaikowskl, |. FOSTER C. KESSELMAN, Co-allocation Services for Computational GridBroceedings of the 8th IEEE
Symposium on High Performance Distributed Computing, 1999

W. F. DABBERDT, M. A. CARROLL, D. BAUMGARDNER, G. CARMICHAEL, R. COHEN, T. DYE, J. B.LIS, G. GRELL, S. GRIMMOND,

S. HANNA, J. IRWIN, B. LAMB, S. MADRONICH, J. MCQUEEN, J. MEAGHER, T. ODMAN, J. R.EIM, H. P. SHMID, D. L.
WESTPHAL, Meteorological research needs for improved air qualityefmasting,Report of the 11th Prospectus Development Team of
the U.S. Weather Research Program., Bull. Amer. Meteor., 88¢ 563-585. 2004.

ERWIN, D. W.AND D. F. SNELLING, UNICORE: A Grid Computing Environmeritecture Notes in Computer Science, Vol. 2150: pp.
825-34, 2001.

I. FOSTER ANDC. KESSELMAN, Globus: A metacomputing infrastructure toolKitternational Journal of Supercomputer Applications,
Summer 1997.

|I. FOSTER ANDC. KESSELMAN, The GRID: Blueprint for a new Computing Infrastructuddprgan Kauffman Publishers, 1999.

. FOSTER C. KESSELMAN, The Globus Project: A Status RepoRroc. IPPS/SPDP '98 Heterogeneous Computing Workshop, pp.
4-18, 1998.

. FOSTER C. KESSELMAN, G. TSUDIK, S. TUECKE, A Security Architecture for Computational GridsCM Conference on Computers
and Security, 1998, 83-91.

I. FOSTER C. KESSELMAN, S. TUECKE, The Anatomy of the Grid: Enabling Scalable Virtual Orgatiaas, International Journal of
High Performance Computing Applications, 15 (3). 200-22201.

I. FOSTER C. KESSELMAN, J. NICK, S. TUECKE, The Physiology of the Grid: An open grid services architextior distributed
systems integratiomttp://www.globus.org/ogsa

G. GRELL, J. DUDHIA, AND D. STAUFFER, A Description of the Fifth-Generation Penn State/NCAR Mealke Model (MM5)
NCAR/TN-398+STRNCAR Tech Notes http://www.mmm.ucar.edu/mm5/

P. GUTMANN, Plug-and-Play PKI: A PKI Your Mother Can UsBroceedings of the 12th USENIX Security Symposium, Wagsbimg
DC, August 2003, pp 45-68

P. GUTMANN, How to build a PKI that works, Keynote address, 3rd Annual PKI R&D workshop,
http://middleware.internet2.edu/pkiO4/proceedingsAmat works. pdf

M. R. Houyoux, J. M. VUKoVICH, C. J. ®ATS, JrR., N. W. WHEELER, AND P. S. KASIBHATLA, Emission inventory development
and processing for the seasonal model for regional air gyalsMRAQ) project). Geophys. Res., Atmospheres, 105, D7, 9079-9090.
2000.

S. KRISHNAN, R. BRAMLEY, D. GANNON, M. GOVINDARAJU, J. ALAMEDA, R. ALKIRE, T. DREWS, AND E. WEBB, The XCAT
Science Portalin Supercomputing, 2001.

G. VON LASzEWSKI, |. FOSTER J. GAWOR, W. SMITH, AND S. TUECKE, CoG Kits: A Bridge between Commodity Distributed
Computing and High-Performance Grid&CM 2000 Java Grande Conference, 2000.

G. VON LASZEWSKI, IAN FOSTER JAREK GAWOR, AND PETERLANE, A Java Commodity Grid KitConcurrency and Computation:
Practice and Experience, vol. 13, no. 8-9, pp. 643-662, 2b@p:/www.cogkits.org/

J. LINN, Generic Security Service Application Program Interfaceersibn 2, Update 1, IETF RFC 2743, 2000.
http://lwww.ietf.org/rfc/rfc2743.

LiTzkow, M., LIVNY, M. MUTKA, Condor - A Hunter of Idle Workstation$n Proceedings of the 8th International Conference of
Distributed Computing Systems, San Jose, USA, 13-17 Ju@8 19

M. LoRCH AND D. KAFURA, Symphony - A Java based Composition and Manipulation Framevor Computational Gridsin 2nd
IEEE/ACM International Symposium on Cluster Computing &he Grid, Berlin, Germany, May 2002, pp. 2124.

B. MOHR, F. WoLF, KOJAK - A Tool Set for Automatic Performance Analysis of Rar&@rograms,Proc. of the European Conference
on Parallel Computing, Springer-Verlag, Klagenfurt, AisgtLNCS, 2790, pp. 1301-1304, August 26-29, 2003.

J. W. NIELSEN-GAMMON, Initial Modeling of the August 2000 Houston-Galveston Qz&pisodeA Report to the Technical Analysis
Division, Texas Natural Resource Conservation Commisdi®tember 19, 2001

J. NOVOTNY, S. TUECKE, V. WELCH, Initial Experiences with an Online Certificate Repositooy the Grid: MyProxy,2001.

A. RAJASEKAR, M. WAN, R. MOORE, W. SCHROEDER G. KREMENIK, A. JAGATHEESAN, C. COWART, B. ZHU, S. Y. CHEN, R.
OLSCHANOWSKY, Storage Resource Broker: Managing Distributed Data in ads@omputer Society of India Journal, Special Issue
of SAN, Vol. 33, No.4, pp. 42-54, Oct 2003.

J. STEINER, B. C. NEUMAN, J. SCHILLER, Kerberos: An Authentication System for Open Network SystBroceedings of Usenix
Conference, 1988, 191-202.



17

[42] B. SUNDARAM, B. M. CHAPMAN, Policy Engine: A Framework for Authorization, AccountingliBy Specification and Evaluation in
Grids, 2nd International Workshop on Grid Computing, Nov 2001.

[43] Y. TAHA, A. HELAL, K. AHMED, J. HAMMER, Managing Multi-Task Systems Using Workfldmternational Journal of Computers and
Applications (IJCA), 21:3, pages 69-78, September 1999.

[44] S. TUECKE, D. ENGERT, |. FOSTER M. THOMPSON L. PEARLMAN, L. C. KESSELMAN, Internet X.509 Public Key Infrastructure
Proxy Certificate Profile)ETF Draft draft-ietfpkix-proxy-06.txt, 2003.

[45] J.VukovicH, J. MCHENRY, C. COATS AND A. TRAYANOV, Supporting Real-Time Air Quality Forecasting using the SiEOnodeling
systemDenver, CO, EPA Emissions Inventory Conference, April 3@yM2, 2001

[46] P. WAGSTROM, S. KRISHNAN, AND G. VON LASZEWSKI, GSFL: A Workflow Framework for Grid Services, SC2002, Baltimore,
MD, 11-16 Nov. 2002, (Poster).

[47] R. WILHELMSON, K. DROEGEMEIER S. GRAVES, M. RAMAMURTHY, D. HAIDVOGEL, B. JEWETT, J. ALAMEDA AND D. GANNON,
Modeling Environment for Atmospheric DiscoyeMEAD Preprint - Annual American Meteorological Society Bting - February,
2003

[48] R.B. YATES, B.R. NETO, Modern Information RetrievalAddison Wesley Longman Publishing Co. Inc., First Editia899.

[49] Air Quality Modeling Project, University of Houston ttp://www.math.uh.edu/agm

[50] Ant, a Java-based Build Tool, Available: http://apgahe.org

[51] The Apache Software Foundation, Available: http:/fapache.org

[52] BPEL4WS: Business Process Execution Language for Véeli&s Version 1.0, http://www.106.ibm.com/developenrks/webservices/library/

[53] Campus Grid for Academic Research, Texas Advanced @tmp Center, http://www.tacc.utexas.edu

[54] Common Component Architecture, Available: http://neca-forum.org

[55] Comprehensive Air quality Model with extensions (CANttp://www.camx.com/, 2003

[56] Cookie Signer (CoSign) Single Sign-on solution, Hitpww.weblogin.org

[57] CrossGrid Meteorological Application, http://wwwerossgrid.org/Presentations/IST2002teo.zip

[58] DAGMAN (DIRECTEDACYCLIC GRAPH MANAGER), 2002, Available from http://www.cs.wisc.edu/cond@gdnan.

[59] Distributed Resource Management Application APIptitivww.drmaa.org/

[60] Environmental Protection Agency, http://www.epaigo

[61] eXtensible Markup Language, http://www.w3c.org/XML

[62] File Transfer Protocol, RFC 959, http://www.fags fofes/rfc959.html

[63] Global Grid Forum (GGF), http://www.gridforum.org

[64] Grid Computing - COSC6376, University of Houston, btigrid.hpctools.uh.edu/

[65] Grid Physics Network, GriPhyN, http://www.griphymgo

[66] GSl-enabled OpenSSH, http://grid.ncsa.uiuc.ed/ss

[67] High Performance Computing Across Texas (HiPCAT)pfitvww.hipcat.net

[68] High Performance Computing Center, University of Homs http://www.hpcc.uh.edu

[69] Hypertext Transfer Protocol, HTTP 1.1, RFC 2616, fffp/isi.edu/in-notes/rfc2616.txt

[70] Java API for XML Processing, http://java.sun.com/§edp/index.html

[71] Java Servlet Technology, http://java.sun.com/potskserviet/

[72] Karajan Project, http://karajan.jini.org/

[73] Kerberos Leveraged PKI, KX509, http://www.citi.urhiedu/projects/ketlpki/

[74] Lightweight Directory Access Protocol, http://wwvaenldap.org

[75] Nasa Information Power Grid (IPG), http://www.ipgssagov

[76] National Weather Service: National Air Quality Forst&apability http://www.nws.noaa.gov/ost/gjuality/.

[77] National Centers for Environmental Prediction (NCER}p://www.ncep.noaa.gov/

[78] NCEP ETA analysis and forecast http://www.emc.ncepaigov , http://www.emc.ncep.noaa.gov/data

[79] National Exposure Research Laboratory (NERL), hitpaiw.epa.gov/nerl/

[80] National Oceanic and Atmospheric Administration (N&W http://www.noaa.gov/

[81] The Open Grid Computing Environment (OGCE), http:/fmagce.org/references.php

[82] Open Grid Services Infrastructure to WS-Resource lexaonk: Refactoring and Extension,
http://www.globus.org/wsrf/specs/ogsi wsrf_1.0.pdf

[83] Open Grid Services Infrastructure (OGSI) Specifiaatior OGSA services, http://www.gridforum.org/Meetinggf7/drafts/draft-ggf-
ogsi-gridservice-232003-02-17.pdf

[84] OpenPBS Batch Processing and Resource Managememngyisttp://www.openpbs.org/

[85] Public Key Infrastructure Standards, http://csretigiov/pki/panel/warwick

[86] Community Scheduler Framework, http://www.platfocom/products/Globus/

[87] Load Sharing Facility, Resource Management and Jole@dimg System, http://www.platform.com/products/HPC/

[88] Resource Specification Language, RSL, http://wwvbgkorg/gram/rsépecl.html

[89] Secure Sockets Layer Specification 3.0, http://wwiscape.com/eng/ss|3

[90] Simple Object Access Protocol Specification, SOAP 8jpation version 1.2 http://www.w3.org/TR/soapl12/

[91] Sun Grid Engine, Sun Microsystems, http://www.sum¢spftware/gridware

[92] Texas Commission on Environmental Quality (TCEQ)pHiftvww.tceq.state.tx.us/index.html

[93] TERAGRID project of NSF, http://www.teragrid.org

[94] Triana Workflow, Web Page. [Online]. Available:httfivw.triana.co.uk

[95] Web Services Description Language Specification, WSBtsion 1.1, http://www.w3.org/TR/wsdl

[96] Web Services - Resource Framework, Specifications ®\Mi#8-Resource construct, http://www.globus.org/wsetspws-wsrf.pdf

[97] Weather Research and Forcasting Model (WRF), httpi/faodel.org

[98] X-509 Certificate Format, http://www.w3.0rg/PICS/Ig8<509_1_0.html



