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Abstract 

Communication using a natural language is an important requirement for any artificial intelligence 
program. This paper first defines clearly the purpose of the communication problem, and presents its three 

sub-problems. The first sub-problem is to learn the grammar of the natural language English in order to 
teach to and store it effectively within the program. The second sub-problem is to parse a given sentence 
and translate it into a thought for the program to understand and carry out the intention of the sentence. 

The third sub-problem is to use the learned natural language to produce a valid sentence given an internal 
thought. In this paper, we describe what we use in our program to represent a subset of the English 
grammar and our initial effort in implementing the parsing of an English sentence. Object-Oriented 

paradigm is used to analyze the problem and design the solution to attack the communication problem. It 
provides an important first step in achieving intelligent communication between a computer and human. 
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I.INTRODUCTION

     In an artificial intelligence program, the capability of the program to communicate with the external world 
allows the program to gain knowledge, interact with its environment, and to express what it knows.  An important 
form of communication is a natural language; a language people use to communicate with each other.  In a multi-
agent artificial intelligence program [1], this should be the duty of the communication agent.  The communication 
agent should be responsible for learning the grammar of the natural language, and store it in the memory agent.  It 
should also use this grammar to understand thoughts expressed to it, and to produce responses to its user.  Similar 
to all other knowledge learned by the program, the knowledge on how to communicate should be taught instead of 
pre-programmed into the program.  This paper will focus on the problem of representing a grammar and parsing a 
given sentence.  The component knowledge required to specify the grammar of the natural language English is 
stored in  the  memory agent.   Parsing,  an algorithm of  the communication agent,  is  an important  first  step in 
understanding a sentence.
     We have proposed  A Learning Program System (ALPS) [2] with the goal of learning the knowledge that a 
human is capable of learning.  The focus has been on the development of the memory agent to store knowledge and 
their relationships.  Basic capabilities, such as creating a new category, adding objects, attributes, and properties of 
a category have been provided.  We have recently developed two major knowledge components of categories: 
hierarchy  [3]  and  definition  [4].   Hierarchy  allows  both  generalization  and  containment  relationships  among 
categories to be specified and stored.   Definition specifies the necessary and sufficient condition of a specific 
category that may be used to classify objects.  Currently, all these learning capabilities are accomplished through 
special  interface  objects  that  request  the  appropriate  knowledge  to  build  the  more  complicated  knowledge. 
However, this will require us to continue to develop these special interface objects for each new kind of knowledge 
that the program needs to learn.  What we want to accomplish is to use a simple English sentence instead, so that 
this single interface can be used to learn most knowledge.  This paper will describe our current effort in creating the 
communication agent to learn a subset of a natural language, specifically English.  This subset will be used to 
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understand sentences issued by a human to access the capabilities of the current program.  It may be used to declare 
knowledge and to answer questions.  For example, the sentence ‘John is a human.’ will add the knowledge object 
John to the human category.  On the other hand, the question ‘What is John?’ will require the program to find and 
provide its answer.     
     Our program is  implemented in C++, and uses Object-Oriented paradigm in its analysis  and design.   An 
advantage of an Object-Oriented solution is the reusability of the implementation.  We have reused the hierarchy 
class to implement the relationships among the different kinds of sentences, and grammar terms such as personal 
pronoun is a pronoun, and pronoun is a noun.  Object-Oriented solutions also allow mix-and-match of the different 
components, and provide simpler future extensions of any component.  We extended the condition class of the 
definition project by adding three sub-classes: the pattern, fulfill, and the sequence conditions.
     The rest of this section is a brief review of previous research on the different formal models of grammar. 
Section 2 presents the communication problem and its three sub-problems along with our approach on teaching the 
system.   Section  3  presents  the  details  on  how  we  represent  the  English  grammar  in  our  program.   The 
representation contains multiple components needed to define the different grammar terms of the natural language, 
English.  In Section 4, we describe a distributed algorithm for parsing a given sentence presented to the program. 
Section 5 concludes the paper along with a look at future research on the communication problem.
     Research in natural language processing has attracted a lot of attention leading to a variety of different formal 
models  of  grammar.   Besides  context  free,  this  includes  grammars  such  as  categorical  [5],  Montague  [6], 
combinatorial categorical [7], and type-theoretic [8].  Functional programming languages such as Miranda [9] and 
Haskell  [10] have been proposed and several parsers for functional programming languages [11-13] have been 
developed.  Many natural language interface systems such as Lolita [14], and Windsor [15] have been built using 
these  parsers.   A comprehensive survey of the different  grammars  including the lazy functional  programming 
approach can be found in [16].  One major problem on using functional programming approach is that additions to 
accommodate a complex aspect of the natural language may require a major change to many existing structures 
[17].   Furthermore,  although  the  intention  of  lazy  functional  programming  is  to  avoid  the  duplication  of 
computation, it is quite possible to have unforeseen side effects. 

II.THE COMMUNICATION PROBLEM

     The goal of learning a natural language is to teach the system to use this language to communicate.  Following 
the instruction issued by its user, the system is assumed to have a certain amount of capability to perform the task. 
It is also assumed to have the intention to try to express its thoughts and/or belief.  After learning the natural  
language, the communication capability of the program will not be limited to some special input/output interface 
objects.  Instead, the system will possess the ability to communicate in that natural language.  When presented with 
an instance sentence of the natural language, the program is now able to understand what the user intends.  The 
program should also have the capability to express its internal thoughts to the external world using that natural 
language.  In other words, the communication problem is about learning the agreeable ways used for the exchange 
of ideas.  The responsibility of learning a natural language is subdivided into three sub-problems.  The first of 
which learns the agreeable ways of communication, which is the grammar of the natural language.  The second sub-
problem uses the learned grammar to understand a given instance created by the grammar.  Finally, the third sub-
problem uses the learned grammar to present an internal intention.  In order to solve the second and third sub-
problems, the learning of the grammar cannot be limited to learning the simple grammatical formats and rules. 
More importantly, it also includes learning the intention of each grammar term, which we refer to as the role of the 
grammar term. 
     We use an English sentence to express a complete thought.  Understanding and expressing multiple thoughts, 
such as complex sentences or paragraphs, will not be the concerns of the current paper.  Our investigation will  
focus on learning a subset of the grammar rules for present tense sentences presented in an active voice.  Sentences 
using other tenses and passive voices will be added in the future.  As for the problem of subject-verb agreement, we 
will use stemming to change plurals into singular spelling words.  Stemming is a common technique to transform 
all variations of a word to a common root word.  Words like ‘computers’, ‘buses’, ‘mice’, and ‘runs’ are translated 
to ‘computer’, ‘bus’, ‘mouse’, and ‘run’, respectively.  The original form of a word is retained and referenced in 
subsequent processing.  Stemming will reduce the time required of parsing a sentence.  Currently, we depend on a 
variation of  the  word banks provided by WordNet  to  carry out  the  stemming  process.   WordNet  is  a  lexical 
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database  for  the  English  languages  developed  at  The  Cognitive  Science  Laboratory  at  Princeton  University 
(http://wordnet.princeton.edu/).
     Our approach in learning a natural language follows closely on how a human learns a language; namely, that the 
grammatical structures are taught by teachers.  Learning a language is a long and intensive process that a student 
cannot accomplish in one sitting.  The process is iterative such that simple grammar structures are first learned and 
used, and then learning alternatives that are more complicated later.  Although the initial set of grammar taught to 
the program in this paper will  be a limited subset of English, the framework that we produced will  allow our 
program to handle sentences that are more intricate after more grammar has been taught.  This is the first step in 
achieving intelligent communication between the computer and its human users.  In addition, when organization 
skills were taught later in reading and writing, our program will  be able to understand multiple sentences in a 
paragraph, and to present a theme with several related thoughts in an organized manner.  Since natural language is 
complex and may not conform to any formal grammar, we are not concerned with a specific formal grammar and 
any improvements on it to accommodate a natural language.  Our solution will  not be limited by any specific 
formal grammar, but rather, depends on the presence of good teachers who will teach the correct usage of the 
grammar terms.  The teacher simply provides the purpose of each grammar term and the program will use this 
information to link the communication capability to the internal capability.  In other words, based on the teaching, 
the intention of a given sentence can be translated into an internal action that manipulates knowledge in or adds 
knowledge to the knowledge base.  In response, the intention of the program to express a thought can be translated 
into a meaningful sentence based on these same teachings.  Our responsibility is to provide basic features that allow 
the system to learn these grammar rules.  We have developed a program flexible enough to accommodate variations 
in teaching styles and additions to existing teachings.  This is in stark contrast from the functional programming 
approach in which new rules will require a major overhaul of previously defined structures. 

III.THE GRAMMAR REPRESENTATION PROBLEM

     The first sub-problem in learning the grammar of English requires us to first design the representation of all the 
different  knowledge  components  of  the  grammar.   Learning  English  grammar  involves  learning  the  various 
grammar terms in English: such as sentence, complete subject, verb, and preposition.  Based on the understanding 
of  the  requirement  of  using  the  English  grammar,  there  are  four  major  components  for  each  grammar  term: 
structure, role, kind, and rule.  Not all  components are required for every grammar term, and we can define a 
specific grammar term in any combination of these components.  The structure of a grammar term defines exactly 
what composes it.  It is used in identifying the different parts of a sentence during parsing and in generating a 
sentence to reflect a specific thought of the learning program.  The role of a grammar term defines the purpose of 
the  term,  allowing  the  program  to  understand  the  exact  intention  of  the  speaker.   These  roles  bridge  the 
communication agent to the rest of the program.  A term can have multiple kinds, which are considered subsets that 
may share the same structure but must have different roles.  Finally, a rule specifies the condition that must be 
satisfied.  Rules can be applied directly to the grammar term or to one of its structures.   
     The structure of a grammar term may be either a sequence or an alternative.  A sequence specifies the order of 
multiple grammar terms used to construct the entire grammar term.  For instance, a simple structure of a sentence is 
the sequence of a complete subject followed by a complete predicate and ending with a form of punctuation.  In this 
case,  complete  subject,  complete  predicate,  and  punctuation  are  grammar  terms  used  to  define  the  sentence 
grammar  term.   Currently,  a  term’s  occurrence in  a  sequence may be compulsory,  optional,  zero-to-many,  or 
implied.  By definition, in a verb phrase, the main verb is necessary and thus its occurrence is compulsory, but a 
verb phrase may also have several optional helping verbs.  The implied option is currently used in a structure for 
second-person imperative sentences, where the subject of ‘you’ is not always given in a sentence such as ‘Go to the 
store’.  In other words, ‘you’ is implied as the subject.  It should be noted that if a grammar term is a sequence, then 
it is quite possible that additional sequences may define it; however, it can only be satisfied by one such sequence. 
An alternative specifies the different possibilities that a term can assume.  The possibilities may be other grammar 
terms, existing knowledge, or special words that the current system does not have a knowledge object associated 
with them such as ‘you’, ‘of’, and, ‘how’.  They are implemented as several sub-classes of alternatives.  The first 
sub-class is for alternative grammar terms.  For example, the grammar term main verb is an alternative comprised 
of an action verb, a linking verb, or a possessive verb.  The next sub-class is for alternative kinds of knowledge. 
This sub-class creates a connection between the communication capability and the existing knowledge base, which 
is also acquired dynamically by the learning program.  For example, the grammar term noun is currently taught as 
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an alternative of knowledge kinds: category, object, concept, and data type.  These alternatives are responsible for 
finding the knowledge object that  the program has already learned,  such as human,  john, force, and fractions, 
respectively.  Two more sub-classes of alternatives deal with words that have exact spelling, such as prepositions 
and personal pronouns.  In one class, the words are stored without any additional information such as prepositions. 
However, the other sub-class uses a multi-dimensional table format, as is the case with personal pronouns.  The 
reason is that it will facilitate the process of deciding which pronoun to use when the program is trying to formulate 
a sentence.  Details of the data structure to implement this class can be found in [18]. 
     The role of a grammar term defines the purpose of the term.  These roles will take a successfully parsed sentence 
and guide the program in the proper way to match the user’s intentions.  A role can define the intention of the entire 
sentence, guide the program towards the proper internal commands to execute, or label a grammar term to help in 
its identification.  We have mentioned that the intent of a sentence is to express a thought, thus, this is considered 
its role.  However, there are different types of thoughts and thus different types of roles for a sentence: specifically 
a statement,  a question, a command, or an exclamation.  All of which can be used to describe the intent of a 
particular sentence.  When it comes to guiding the program, examine, as an illustration, the following sentences that 
use a form-of-be linking verb:  ‘John is a doctor’ and ‘Humans are mammals’.  In both cases, the verb defines the 
subject as the predicate.  For this reason, the role of the forms-of-be grammar term is to define the subject.  Thus, 
when encountered with such a sentence, the program will be able to create a relationship between the subject and 
the predicate.  John will be defined as a doctor and humans will be classified as mammals.  Furthermore, the role of 
a grammar term may be determined by its position in a sentence.  For instance, a noun phrase is labeled as a 
subject, direct object, or indirect object depending on where it appears in a sentence and this label helps to explain 
its role.   In this case, the role is associated with the term as it  appears in the sentence structure, not with the 
grammar term noun phrase itself.  Finally, a term may be given an option of several roles, which it will not be 
assigned until a rule has been verified.  As we will see in the next paragraph, a rule can either chose a role for a 
grammar term, or restrict it from obtaining one.  All these roles are part of the grammar that the user needs to teach 
to the system. 
     The kind of a grammar term is a sub-category of that term, and it is possible for a category to have its own sub-
kinds.  A term with different kinds is similar to one with alternative grammar terms.  However, each kind must be 
taught with an attached role, and its role will overwrite the role of its parental grammar term.  As previously stated, 
the role of a sentence may be chosen from many possible roles.  A declarative sentence kind is associated with the 
statement role, an interrogative sentence is paired with the question role, and a decision question, a sub-category of 
an interrogative sentence, is paired with the decision question role.  In the next section, we will see how rules help 
to select which kind.  When a kind of sentence is chosen, its associated role will supersede that of the thought role. 
Since  all  the  knowledge  that  can  be  added to  a  kind  is  the  same  for  a  grammar  term,  each  kind  is  simply 
implemented as another grammar term without the need to implement it as a separate class.   
     A rule specifies the condition that a fulfilled grammar term or its sub-term needs to satisfy.  Given an English 
sentence, a grammar term is fulfilled when the content of its structure is determined.  In the discussion of rules, the 
reference to a grammar term is understood to be a fulfilled grammar term.  We implement rules using the condition 
class developed in the learning of definitions [4].  We added three subclasses of condition: pattern, fulfill, and 
sequence.  The pattern condition verifies that a term matches a certain pattern like checking the ending punctuation 
of a sentence.  The fulfill condition ensures a particular grammar term has been satisfied properly, such as the verb 
being a linking verb.  This verb condition can be used to decide that the complement is a subject complement.  The 
responsibility of the sequence condition is to assert a certain ordering of the grammar term in areas were an optional 
amount of alternatives are acceptable.  For example, a sentence could have a series of helping verbs, however, there 
cannot be duplicate helping verbs of the same form and certain helping verbs must precede others. 
     There are two independent dimensions for the different types of rule.  Each type of rule is used for different  
purposes and at a different time.  The dimensions help us to identify the correct type of rules to use.  The first 
dimension determines if the rule is applied to a grammar term’s structure or to one of its kinds.  The second 
dimension defines whether it is a restriction or a choice rule.  A restriction rule is the necessary condition, while the 
choice  rule  specifies  the  sufficient  condition,  which  needs  to  be  satisfied,  respectively.   The  resulting  four 
combinations for rules are kind-restriction, term-restriction, kind-choice, and term-choice.  A kind-restriction rule 
specifies a necessary condition that the kind must satisfy.  For example, the kind of a given sentence should be a 
decision  question  if  its  structure  is  satisfied.   The  kind-restriction  rule  for  a  decision  question  states  that  its 
complete subject is not fulfilled by an interrogative pronoun.  If this rule is satisfied, the sentence is confirmed as 
such a kind and consequently assigned the associated decision question role.  A term-restriction rule defines the 
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condition that a grammar term must satisfy.  For instance, when a complex structure of the grammar term ‘noun 
phrase'  contains an article or  a prepositional  phrase,  the term-restriction rule requires that  the noun cannot  be 
satisfied by a pronoun.  A kind-choice rule defines the sufficient condition to decide the kind of the grammar term. 
Once the kind is chosen correctly, its associated role is recorded.  For example, the basic structure of a sentence 
contains several kind-choice rules, one of which states that if the structure ends with a period then it is sufficient to 
conclude that the given instance is a declarative sentence.  Finally, a term-choice rule defines the condition to fulfill 
a grammar term by one of its alternatives.  It speeds up the parsing process by dictating which alternative grammar 
term should be applied, instead of trying them one by one.  Take for instance, the complement of a sentence is 
composed of two alternatives, subject and object complements.  The English grammar states that if an action verb 
fulfills the main verb, then the complement  must  be an object complement.   Otherwise, a subject complement 
should fulfill the complement.  Notice that both the rules and the roles may be attached to the structure or to the 
entire grammar term, so our learning interface has to provide the opportunity to introduce them as needed.  

IV.A SIMPLE, DISTRIBUTED PARSING ALGORITHM

     Based on the understanding of the requirement of using the English grammar, we have completed the learning of 
a small subset of the English grammar, and have started working on the second sub-problem.  The second sub-
problem involves  understanding  a  given  sentence using the  learned grammar.   To  understand  a  sentence,  the 
learning program first parses the sentence, then executes accordingly and appropriately based on the current state of 
the system.  Parsing determines the exact content of each grammar term and their respective roles, while ensuring 
all rules are satisfied.  We have already implemented a simple algorithm for parsing.  Our solution parses a given 
English sentence in a top down, depth-first order.  During parsing, each grammar term will consume the part of the 
sentence satisfying that term, leaving the rest of the sentence to be parsed by subsequent terms.  A grammar term 
uses  its  structure  to  parse,  so each type  of  structure  has  its  own parsing algorithm.   As a  result,  the  parsing 
algorithm is a distributed solution in nature.  
     For the alternative structure, its parsing algorithm will try the alternatives one by one, and the next alternative is 
tried only when the previous alternative fails.  For instance, the structure for a noun includes class, concept, data 
type, and object in that order.  When encountered with the word ‘John’, all alternatives fail until finally discovering 
that ‘John’ is an object.  For the sequence structure, it will also parse each successive term in the given order.  If a 
term is satisfied without violating any rule, its result is stored.  However, when a term fails, the processing differs 
depending on its occurrence requirement.  For an optional, zero-to-many, or implied term, the fulfillment of the 
term is considered completed.  On the other hand, if a compulsory term fails, then either our algorithm backtracks 
or  the  parsing  of  this  sequence  fails.   If  the  previously  fulfilled  term is  not  compulsory,  our  algorithm will 
backtrack.  Notice that this may be the last part of a term that appears zero to many times, but not the whole term.  
However, if the most recently fulfilled term is also compulsory, then the parsing of this sequence fails.  Finally, 
since a sequence structure is actually an alternative of multiple sequences, after one alternative sequence fails, our 
algorithm will try the next sequence.  Our parsing algorithm applies each of the four different kinds of rules at a 
different time during the parsing.  If term-choice rules exist for an alternative structure, our algorithm uses them to 
decide which alternative term to parse.  Our algorithm will apply any term-restriction rule once a grammar term has 
been fulfilled successfully.  After that, if kind-choice rules exist, the parsing algorithm will apply them to determine 
the exact kind of the grammar term and store its associated role in the parse result.  For grammar terms that have no 
role chosen by the kind-choice rules but do have a generic role, this role will be assigned to the grammar term.  
Finally,  our algorithm will  check kind-restriction rule to make sure the necessary condition is satisfied by the 
chosen kind.
     The following describes the main components of the subset of the English grammar that has been taught to the 
learning program.  This includes the basic sentence structure for different kinds of sentences: declarative sentence, 
exclamatory sentence, interrogative sentence, and imperative sentence, which is a second-person command.  In 
addition, the subset also contains the structures for decision question and third-person command.   The general 
components of a sentence include complete subject, verb, and both subject and object complements.  The complete 
subject and the complements are all noun phrases; a phrase focused around a noun and may include modifiers, such 
as a determinate and prepositional phrases.  A prepositional phrase may begin with one of over fifty prepositions. 
The learned grammar also includes main verbs and helping verbs.  The main verb can be either a linking, action, or 
a possessive verb, and the helping verbs cover forms of be, forms of do, forms of have, and modal verbs.  A noun 
can be an existing knowledge object within ALPS or one of three pronoun types: demonstrative, personal, and 
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interrogative pronouns.  We have tested our parsing algorithm on various combinations of this learned subset, and 
for each test sentence, the contents of all the grammar terms have been correctly fulfilled.  The rules have been 
applied and their purposes have been accomplished.  Meanwhile, the correct roles are identified and recorded in the 
parse result.  

V.FUTURE WORK AND CONCLUSION

     In this paper, we have shown how we have implemented an Object-Oriented program to learn and store a subset 
of the natural language English.  With the use of objects such as grammar terms, structures, roles, and rules, the 
program can correctly parse sentences belonging to a large variety of sentence structures, and at the same time, 
identifying  the  correct  purpose  for  all  their  components.   New  grammar  terms  such  as  adjectives,  adverbs, 
compound predicates, and gerunds, can easily be taught without the need to change the existing program.
     Much Work still needs to be done in order to complete the communication problem.  For the second sub-
problem of understanding a sentence, the development of the program to execute the recorded roles is currently 
underway.  The third sub-problem to construct a valid sentence reflecting an internal thought is theoretically the 
reverse process of the second sub-problem.  The solutions for both sub-problems are required for the program to 
communicate.  In addition, solutions are needed to handle other grammar usages such as verb tenses, a passive 
voice, various agreement problems, clauses, and possessive nouns.  Furthermore, an important extension is for a 
communication agent to tolerate sentences with imperfect grammar.  Although rules are important in identifying 
grammatically correct sentences, people do not always speak nor write sentences with perfect grammar.  We would 
like to investigate which rules can be relaxed so that when violated, one can predict the original intention of the 
writer.  Finally, the use of paragraph is required to understand multiple thoughts in a clear and organized manner, 
and these are the subjects of reading and writing.  The successful completion of the communication problem is a 
first step towards achieving intelligent communication between a computer and a human.
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