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A NONLINEAR, 3D FLUID-STRUCTURE INTERACTION

PROBLEM DRIVEN BY THE TIME-DEPENDENT DYNAMIC
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Abstract. We study a 3D fluid-structure interaction (FSI) problem between
an incompressible, viscous fluid modeled by the Navier-Stokes equations, and

the motion of an elastic structure, modeled by the linearly elastic cylindrical
Koiter shell equations, allowing structure displacements that are not neces-

sarily radially symmetric. The problem is set on a cylindrical domain in 3D,

and is driven by the time-dependent inlet and outlet dynamic pressure data.
The coupling between the fluid and the structure is fully nonlinear (2-way cou-

pling), giving rise to a nonlinear, moving-boundary problem in 3D. We prove

the existence of a weak solution to this 3D FSI problem by using an opera-
tor splitting approach in combination with the Arbitrary Lagrangian Eulerian

mapping, which satisfies a geometric conservation law property. We effectively

prove that the resulting computational scheme converges to a weak solution of
the full, nonlinear 3D FSI problem.

Dedicated to Marshall Slemrod for his 70th birthday.

1. Introduction

This manuscript was motivated by a conversation with Marshall Slemrod. Mar-
shall suggested to study a fluid-structure interaction problem between an incom-
pressible, viscous fluid and an elastic structure, motivated by applications in blood
flow and cardiovascular disease, in which the cylindrical fluid domain is not neces-
sarily radially symmetric, since cardiovascular diseases do not typically respect the
mathematical property of axial symmetry. The present manuscript is a step in this
direction. We study a full 3D fluid-structure interaction (FSI) problem between
an incompressible, viscous fluid modeled by the Navier-Stokes equations, and the
motion of an elastic structure, modeled by the linearly elastic cylindrical Koiter
shell equations, allowing structure displacements that are not necessarily radially
symmetric. The problem is set on a cylindrical domain in 3D, and is driven by the
time-dependent inlet and outlet dynamic pressure data. See Figure 1. The coupling
between the fluid and the structure is fully nonlinear (2-way coupling), giving rise
to a nonlinear, moving-boundary problem in 3D. This model problem is a good
approximation of blood flow in elastic human arteries. We prove the existence of
a weak solution to this 3D FSI problem by using nontrivial extensions of the ideas
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Figure 1. Domain sketch and notation.

based on an operator splitting approach that has been implemented in computa-
tional solvers applied to 2D radially symmetric cases (see e.g., [30, 7, 43, 6, 31, 40]).

This is an extension of our earlier results in which the existence of a weak solution
to a 2D problem respecting radial symmetry was proved [43]. The novelties of the
present work include dealing with a Koiter shell model in which the shell displace-
ment depends on both the axial, as well as the azimuthal variable, dealing with the
lower regularity of the fluid-structure interface which is not necessarily Lipschitz,
making sense of the trace of the fluid velocity at the fluid-structure interface, and
using appropriate compactness arguments in 3D that provide the existence of a
weak solution. Another difference with the 2D radially symmetric case is in the
construction of the appropriate Arbitrary Lagrangian Eulerian (ALE) mapping to
deal with the motion of the fluid domain. An ALE mapping had to be constructed
to satisfy the so called geometric conservation law property, see [24], which in our
case guarantees that the energy of the semi-discretized, partitioned problem, mim-
ics the energy of the fully coupled continuous problem. This was crucial for the
proof of the existence of a weak solution.

The results of this manuscript effectively show that the partitioned numerical
scheme based on the operator splitting approach presented in this paper, converges
to a weak solution of the full, 3D nonlinear FSI problem.

1.1. Background. Fluid-structure interaction problems arise in many applica-
tions. The widely known examples are aeroelasticity and biofluids. In aeroelasticity,
where the structure (wing of an airplane) is much heavier than the fluid (air), it
is sometimes of interest to study small vibrations of the structure in which case
linear coupling between the fluid and the structure may be sufficient to capture
the main features of the solutions. In that case the fluid domain can be consid-
ered fixed, and the structure displacement is calculated based on the normal stress
exerted by the fluid onto the structure. The fluid affects the motion of the struc-
ture, but the structure does not significantly affect the motion of the fluid and
so it can be neglected (one-way coupling). In biofluidic applications, such as the
interaction between blood flow and cardiovascular tissue where the density of the
structure (cardiovascular tissue) is roughly equal to the density of the fluid (blood),
the coupling between the fluid and the relatively light structure is highly nonlinear.
Both the fluid and the structure are strongly affected by the fluid-structure inter-
action, and a full coupling based on the contact forces exerted by both the fluid
and the structure must be taken into account (two-way coupling). It has recently
been shown that the classical “partitioned” time-marching numerical algorithms,
which are based on subsequent solutions of the fluid and structure sub-problems,
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are unconditionally unstable in the blood flow application [8]. The exchange of
energy between a moving fluid and a structure is so significant, that a mismatch
between the energy of the discretized problem and the energy of the continuous
problem causes instabilities in classical “loosely coupled” partitioned schemes. The
difficulties associated with the significant energy exchange and the high geomet-
ric nonlinearity of the fluid-structure interface are reflected not only in the design
of numerical schemes, but also in the theoretical studies of existence and stabil-
ity of solutions to this class of problems. A comprehensive study of these problems
remains to be a challenge due to their strong nonlinearity and multi-physics nature.

1.2. A Brief Literature Review. Fluid-structure interaction problems have been
extensively studied for the past 20 years by many authors. The field has evolved
from first studying FSI between an incompressible, viscous fluid and a rigid struc-
ture immersed in a fluid, to considering compliant (elastic/viscoelastic) structures
interacting with a fluid. Concerning compliant structures, the coupling between the
structure and the fluid was first assumed to take place along a fixed fluid domain
boundary (linear coupling). This was then extended to FSI problems in which the
coupling was evaluated at a deformed fluid-structure interface, giving rise to an
additional nonlinearity in the problem (nonlinear coupling).

Well-posedness results in which the structure was assumed to be a rigid body
immersed in a fluid, or described by a finite number of modal functions, were
studied in [5, 16, 19, 20, 21, 25, 26, 46]. FSI problems coupling the Navier-Stokes
equations with linear elasticity where the coupling was calculated at a fixed fluid
domain boundary, were considered in [23], and in [2, 3, 35] where an additional
nonlinear coupling term was added at the interface. A study of well-posedness for
FSI problems between an incompressible, viscous fluid and an elastic/viscoelastic
structure with nonlinear coupling evaluated at a moving interface started with the
result by daVeiga [4], where existence of a strong solution was obtained locally in
time for an interaction between a 2D fluid and a 1D viscoelastic string, assuming
periodic boundary conditions. This result was extended by Lequeurre in [38, 39],
where the existence of a unique, local in time, strong solution for any data, and the
existence of a global strong solution for small data, was proved in the case when the
structure was modeled as a clamped viscoelastic beam. D. Coutand and S. Shkoller
proved existence, locally in time, of a unique, regular solution for an interaction
between a viscous, incompressible fluid in 3D and a 3D structure, immersed in the
fluid, where the structure was modeled by the equations of linear [17], or quasi-
linear [18] elasticity. In the case when the structure (solid) is modeled by a linear
wave equation, I. Kukavica and A. Tufahha proved the existence, locally in time,
of a strong solution, assuming lower regularity for the initial data [33]. A similar
result for compressible flows can be found in [34]. A fluid-structure interaction
between a viscous, incompressible fluid in 3D, and 2D elastic shells was considered
in [11, 10] where existence, locally in time, of a unique regular solution was proved.
All the above mentioned existence results for strong solutions are local in time. We
also mention that the works of Shkoller et al., and Kukavica at al. were obtained
in the context of Lagrangian coordinates, which were used for both the structure
and fluid problems.

In the context of weak solutions, the following results have been obtained. Con-
tinuous dependence of weak solutions on initial data for a fluid structure interaction
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problem with a free boundary type coupling condition was studied in [29]. Exis-
tence of a weak solution for a FSI problem between a 3D incompressible, viscous
fluid and a 2D viscoelastic plate was considered by Chambolle et al. in [9], while
Grandmont improved this result in [28] to hold for a 2D elastic plate. These re-
sults were extended to a more general geometry in [37], and then to the case of
generalized Newtonian fluids in [36], and to a non-Newtonian shear dependent fluid
in [40]. In these works existence of a weak solution was proved for as long as the
elastic boundary does not touch ”the bottom” (rigid) portion of the fluid domain
boundary.

Muha and Čanić recently proved the existence of weak solutions to a class of FSI
problems modeling the flow of an incompressible, viscous, Newtonian fluid flowing
through a 2D cylinder whose lateral wall was modeled by either the linearly vis-
coelastic, or by the linearly elastic Koiter shell equations [43], assuming nonlinear
coupling at the deformed fluid-structure interface. The fluid flow boundary condi-
tions were not periodic, but rather, the flow was driven by the dynamic pressure
drop data. The methodology of proof in [43] was based on a semi-discrete, operator
splitting Lie scheme, which was used in [30] to design a stable, loosely coupled par-
titioned numerical scheme, called the kinematically coupled scheme (see also [7]).
Ideas based on the Lie operator splitting scheme were also used by Temam in [49] to
prove the existence of a solution to the nonlinear Carleman equation. These results
were recently extended by Muha and Čanić to a FSI problem with two structural
layers [42]. This was a first step toward modeling the FSI between blood flow and
arterial walls which are known to be composed of three main layers, separated by
thin elastic laminae, each with different mechanical characteristics. In both works,
however, a 2D radially symmetric problem was studied, in which the forcing and
the displacement of the structure was assumed to be radially symmetric.

In the present manuscript we extend those results to 3D, and we allow the struc-
ture displacement to depend on both the axial and azimuthal variables, without
assuming any radial symmetry in the problem.

2. Model description

Motivated by modeling blood flow in human arteries, we consider the flow of an
incompressible, viscous fluid in a three-dimensional cylindrical domain of reference
length L, and reference radius R, see Figure 1. We will be assuming that the lateral
boundary of the cylinder is deformable and that its location is not known a pri-
ori, but is fully coupled to the motion of a viscous, incompressible fluid occupying
the fluid domain. Furthermore, it will be assumed that the lateral boundary is a
thin, isotropic, homogeneous structure, whose dynamics is modeled by the cylin-
drical Koiter shell equations. Additionally, for simplicity, we will be assuming that
only the radial component of displacement is non-negligible. This is a common
assumption in blood flow modeling [44]. In contrast with our previous works, in
this manuscript the problem is set in 3D, and the displacement of the structure is
not assumed to be radially symmetric. Neither the fluid flow, nor the displacement
of the lateral boundary of the fluid domain will be required to satisfy the conditions
of axial symmetry. As a consequence, the displacement η will depend not only on
the axial variable z plus time, but also on the azimuthal variable θ. Therefore, the
radial displacement from the reference configuration will be denoted by η(t, z, θ).
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See Figure 1. Therefore, in this manuscript for the first time, we provide a con-
structive existence proof based on the Lie operator splitting approach for the full
three-dimensional fluid-structure interaction problem between an incompressible-
viscous fluid and a linearly elastic Koiter shell, defined on a cylindrical domain
which is not necessarily axially symmetric. The operator splitting strategy can be
used in the construction of a loosely-coupled computational scheme which we show
converges to a weak solution of the underlying FSI problem.

2.0.1. Remark on notation. We will be using (z, x, y) to denote the Cartesian co-
ordinates of points in R3, and (z, r, θ) to denote the corresponding cylindrical co-
ordinates. We will be working with the fluid flow equations written in Cartesian
coordinates, while the structure equations will be given in cylindrical coordinates.
A function f given in Cartesian coordinates defines a function

f̃(z, r, θ) = f(z, x, y)

defined in cylindrical coordinates. Since no confusion is possible, to simplify nota-
tion we will omit the superscript˜and both functions, f and f̃ , will be denoted by
f .

The structural problem: Consider a clamped cylindrical shell of thickness h,
length L, and reference radius of the middle surface equal to R. See Figure 1. This
reference configuration, which we denote by Γ, can be defined via the parameteri-
zation

ϕ : ω → R3, ϕ(z, θ) = (R cos θ,R sin θ, z)t,

where ω = (0, L)× (0, 2π) and R > 0. Therefore, the reference configuration is

(2.1) Γ = {x = (R cos θ,R sin θ, z) ∈ R3 : θ ∈ (0, 2π), z ∈ (0, L)}.
The associated covariant Ac and contravariant Ac metric tensors of this (unde-
formed) cylinder are give by:

Ac =

(
1 0
0 R2

)
, Ac =

(
1 0
0 1

R2

)
,

and the area element along cylinder Γ is dS =
√
ady :=

√
detAcdy = Rdy. The

corresponding curvature tensor in covariant components is given by

Bc =

(
0 0
0 R

)
.

Under the action of a force, the Koiter shell is deformed. The displacement
from the reference configuration Γ of the deformed shell will be denoted by η =
η(t, z, θ) = (ηz, ηθ, ηr). We will be assuming that only the radial component of
the displacement is different from zero, and will be denoting that component of
the displacement by η(t, z, θ) := ηr(t, z, θ), so that η = ηer, where er = er(θ) =
(cos θ, sin θ, 0)t is the unit vector in the radial direction.

The cylindrical Koiter shell is assumed to be clamped at the end points, giving
rise to the following boundary conditions:

η =
∂η

∂n
= 0 on ∂ω.

Deformation of a given Koiter shell depends on its elastic properties. The elastic
properties of our cylindrical Koiter shell are defined by the following elasticity tensor
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A:

AE =
4λµ

λ+ 2µ
(Ac ·E)Ac + 4µAcEAc, E ∈ Sym(M2),

where µ and λ are the Lamé coefficients. Using the following relationships between
the Lamé constants and the Young’s modulus of elasticity E and Poisson ratio σ:

2µλ

λ+ 2µ
+ 2µ = 4µ

λ+ µ

λ+ 2µ
=

E

1− σ2
,

2µλ

λ+ 2µ
= 4µ

λ+ µ

λ+ 2µ

1

2

λ

λ+ µ
=

E

1− σ2
σ,

the elasticity tensor A can also be written as:

AE =
2Eσ

1− σ2
(Ac ·E)Ac +

2E

1 + σ
AcEAc, E ∈ Sym (R2).

A Koiter shell can undergo stretching of the middle surface, and flexure (bending).
Namely, the Koiter shell model accounts for both the membrane effects (stretching)
and shell effects (flexure). Stretching of the middle surface is measured by the
change of metric tensor, while flexure is measured by the change of curvature tensor.
By assuming only the radial component of displacement η = η(t, r, θ) to be different
from zero, the linearized change of metric tensor γ, and the linearized change of
curvature tensor ρ, are given by the following:

(2.2) γ(η) =

(
0 0
0 Rη

)
, ρ(η) =

(
−∂2

zη −∂2
zθη

−∂2
zθη −∂2

θη + η

)
.

With the corresponding change of metric and change of curvature tensors we can
now formally write the corresponding elastic energy of the deformed shell [14, 12,
13, 32]:

(2.3) Eel(η) =
h

4

∫

ω

Aγ(η) : γ(η)R+
h3

48

∫

ω

Aρ(η) : ρ(η)R,

where h is the thickness of the shell, and : denotes the scalar product

(2.4) A : B := Tr
(
ABT

)
A,B ∈M2(R) ∼= R4.

Given a force f = fer, with surface density f (the radial component), the loaded
shell deforms under the applied force, and the corresponding displacement η is a
solution to the following elastodyamics problem for the cylindrical linearly elastic
Koiter shell, written in weak form: Find η ∈ H2

0 (ω) such that
(2.5)

ρKh

∫

ω

∂2
t ηψR+

h

2

∫

ω

Aγ(η) : γ(ψ)R+
h3

24

∫

ω

Aρ(η) : ρ(ψ)R =

∫

ω

fψR, ∀ψ ∈ H2
0 (ω).

We define an elastic operator L:
∫

ω

Lηψ =
h

2

∫

ω

Aγ(η) : γ(ψ)R+
h3

24

∫

ω

Aρ(η) : ρ(ψ)R, ∀ψ ∈ H2
0 (ω),

so that the above weak formulation can be written as

(2.6) ρKh

∫

ω

∂2
t ηψR+

∫

ω

Lηψ =

∫

ω

fψR, ∀ψ ∈ H2
0 (ω).

A calculation shows that the operator L written in differential form reads:

(2.7)
Lη =

h3µ

3R3(λ+ 2µ)

(
(λ+ µ)∂4

θη +R4(λ+ µ)∂4
zη + 2R2(λ+ µ)∂2

z∂
2
θη

− R2λ∂2
zη − 2(λ+ µ)∂2

θη + (λ+ µ)η
)

+
4h

R

(λ+ µ)µ

λ+ 2µ
η.
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In terms of the Youngs modulus of elasticity, and the Poisson ratio, operator L can
be written as:

(2.8)
Lη =

h3E

12R4(1− σ2)

(
∂4
θη +R4∂4

zη + 2R2∂2
z∂

2
θη − 2∂2

θη + η
)

+
h3Eσ

6R2(1− σ2)
∂2
zη +

hE

R2(1− σ2)
η.

The fluid problem: The fluid domain, which depends on time and is not known
a priori, will be denoted by

Ωη(t) = {(z, x, y) ∈ R3 :
√
x2 + y2 < R+ η(t, z, θ), z ∈ (0, L)},

and the corresponding lateral boundary by

Γη(t) = {(z, x, y) ∈ R3 :
√
x2 + y2 = R+ η(t, z, θ), z ∈ (0, L)}.

The inlet and outlet sections of the fluid domain boundary will be denoted by
Γin = {0} × (0, R), Γout = {L} × (0, R). See Figure 1.

We are interested in studying a dynamic pressure-driven flow through Ωη(t) of
an incompressible, viscous fluid modeled by the Navier-Stokes equations which are
given in Cartesian coordinates:

(2.9)
ρf (∂tu + u · ∇u) = ∇ · σ,

∇ · u = 0,

}
in Ωη(t), t ∈ (0, T ),

where ρf denotes the fluid density, u fluid velocity, p fluid pressure,

σ = −pI + 2µFD(u)

is the fluid Cauchy stress tensor, µF is the kinematic viscosity coefficient, and
D(u) = 1

2 (∇u +∇τu) is the symmetrized gradient of u.
At the inlet and outlet boundaries we prescribe zero tangential velocity and

dynamic pressure p+
ρf
2 |u|2 (see e.g. [15]):

(2.10)
p+

ρf
2
|u|2 = Pin/out(t),

u× ez = 0,

}
on Γin/out,

where Pin/out ∈ L2
loc(0,∞) are given. Therefore the fluid flow is driven by a pre-

scribed dynamic pressure drop, and the flow enters and leaves the fluid domain
orthogonally to the inlet and outlet boundary.

The coupling between the fluid and structure is defined by two sets of boundary
conditions satisfied at the lateral boundary Γη(t). They are the kinematic and
dynamic lateral boundary conditions describing continuity of velocity (the no-slip
condition), and balance of contact forces (i.e., the Second Newton’s Law of motion).
Written in the Lagrangian framework, with (z, θ) ∈ ω, and t ∈ (0, T ), they read:

• The kinematic condition:

(2.11) ∂tη(t, z, θ)er(θ) = u(t, z, R+ η(t, z, θ), θ),

where er(θ) = (cos θ, sin θ, 0)t is the unit vector in the radial direction.
• The dynamic condition:

(2.12) ρKh∂
2
t η + Lη = −J(t, z, θ)(σn)|(t,z,R+η(t,z,θ)) · er(θ),

where L is defined by (2.7), or equivalently by (2.8), and

J(t, z, θ) =
√

(1 + ∂zη(t, z, θ)2)(R+ η(t, z, θ))2 + ∂θη(t, z, θ)2
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denotes the Jacobian of the composition of the transformation from Euler-
ian to Lagrangian coordinates and the transformation from cylindrical to
Cartesian coordinates.

System (2.9)–(2.12) is supplemented with the following initial conditions:

(2.13) u(0, .) = u0, η(0, .) = η0, ∂tη(0, .) = v0.

Additionally, we will be assuming that the initial data satisfies the following
compatibility conditions:
(2.14)

u0(z,R+ η0(z), θ) · n(z, θ) = v0(z, θ)er(θ) · n(z, θ), z ∈ (0, L), θ ∈ (0, 2π),
η0 = 0, on ∂ω,

R+ η0(z, θ) > 0, z ∈ [0, L], θ ∈ (0, 2π).

Notice that the last condition requires that the initial displacement is such that the
fluid domain has radius strictly greater than zero (i.e., the lateral boundary never
collapses). This is an important condition which will be used at several places
throughout this manuscript.

In summary, we study the following fluid-structure interaction problem:

Problem 2.1. Find u = (uz(t, z, x, y), ux(t, z, x, y), uy(t, z, x, y)), p(t, z, x, y), and
η(t, z, θ) such that

(2.15)
ρf
(
∂tu + (u · ∇)u

)
= ∇ · σ

∇ · u = 0

}
in Ωη(t), t ∈ (0, T ),

(2.16)
u = ∂tηer,

ρKh∂
2
t η + Lη = −Jσn · er,

}
on (0, T )× (0, L),

(2.17)
p+

ρf
2 |u|2 = Pin/out(t),

u× ez = 0,

}
on (0, T )× Γin/out,

(2.18)
u(0, .) = u0,
η(0, .) = η0,

∂tη(0, .) = v0.



 at t = 0.

This is a nonlinear, moving-boundary problem in 3D, which captures the full,
two-way fluid-structure interaction coupling. The nonlinearity in the problem is
represented by the quadratic term in the fluid equations, and by the nonlinear
coupling between the fluid and structure defined at the lateral boundary Γη(t),
which is one of the unknowns in the problem.

2.1. Energy inequality. We derive an energy inequality for the coupled FSI prob-
lem summarized above in Problem 2.1. To simplify notation, we introduce the fol-
lowing energy norms defined by the membrane and flexural effects of the linearly
elastic Koiter shell:

(2.19) ‖f‖γ :=

∫

ω

Aγ(f) : γ(f)R, ‖f‖σ :=

∫

ω

Aσ(f) : σ(f)R.

Notice that norm ‖.‖γ is equivalent to the standard L2(ω) norm, and that norm
‖.‖σ is equivalent to the standard H2

0 (ω) norm.
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Proposition 2.1. Problem 2.1 satisfies the following energy estimate:

(2.20)
d

dt
(Ekin(t) + Eel(t)) +D(t) ≤ C(Pin(t), Pout(t)),

where

(2.21)
Ekin(t) :=

1

2

(
ρf‖u‖2L2(ΩF (t)) + ρsh‖∂tη‖2L2(Γ)

)
,

Eel(t) :=
h

4
‖η‖γ +

h3

48
‖η‖σ,

denote the kinetic and elastic energy of the coupled problem, respectively, and the
term D(t) captures viscous dissipation in the fluid:

(2.22) D(t) := µF ‖D(u)‖2L2(ΩF (t)).

The constant C(Pin(t), Pout(t)) depends only on the inlet and outlet pressure data,
which are both functions of time.

The proof of inequality (2.20) is standard (see, e.g., [43]), so we omit it here.

3. Weak solution

3.1. ALE mapping. To prove the existence of a weak solution to Problem 2.1 it is
convenient to map Problem 2.1 onto a fixed domain Ω. In our approach we choose
Ω to be a cylinder of radius 1 and length L

Ω = {(z, x, y) : z ∈ (0, L), x2 + y2 < 1}.
We follow the approach typical of numerical methods for fluid-structure interaction
problems and map our fluid domain Ω(t) onto Ω by using an Arbitrary Lagrangian-
Eulerian (ALE) mapping [7, 30, 22, 45]. We remark here that in our problem it
is not convenient to use the Lagrangian formulation of the fluid sub-problem, as is
done in e.g., [18, 11, 33], since, in our problem, the fluid domain consists of a fixed,
control volume of a cylinder, which does not follow Largangian flow.

Figure 2. ALE mapping.

We begin by defining a family of ALE mappings Aη parameterized by η:
(3.1)

Aη(t) : Ω→ Ωη(t), Aη(t)(z̃, r̃, θ̃) :=




z̃

(R+ η(t, z̃, θ̃))r̃

θ̃


 , (z̃, r̃, θ̃) ∈ Ω,

where (z̃, r̃, θ̃) denote the cylindrical coordinates in the reference domain Ω. See
Figure 2. Since we work with the Navier-Stokes equations written in Cartesian
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coordinates, it is useful to write an explicit form of the ALE mapping Aη in the
Cartesian coordinates as well:

(3.2) Aη(t)(z̃, x̃, ỹ) :=




z̃

(R+ η(t, z̃, θ̃))x̃

(R+ η(t, z̃, θ̃))ỹ


 , (z̃, x̃, ỹ) ∈ Ω.

Mapping Aη(t) is a bijection, and its Jacobian is given by

(3.3) |det∇Aη(t)| = (R+ η(t, z̃, θ̃))2.

Composite functions with the ALE mapping will be denoted by

(3.4) uη(t, .) = u(t, .) ◦Aη(t) and pη(t, .) = p(t, .) ◦Aη(t).

The derivatives of composite functions satisfy:

∇u = ∇uη(∇Aη)−1 =: ∇ηuη, ∂tu = ∂tu
η − (wη · ∇η)uη,

where the ALE domain velocity, wη, is given by:

(3.5) wη = ∂tη




0
x̃
ỹ


 .

The following notation will also be useful:

ση = −pηI + 2µDη(uη), Dη(uη) =
1

2
(∇ηuη + (∇η)τuη).

We are now ready to rewrite Problem 2.1 in the ALE formulation. However, before
we do that, we will make one more important step in our strategy to prove the
existence of a weak solution to Problem 2.1. Namely, we would like to “solve” the
coupled FSI problem by approximating the problem using time-discretization via
operator splitting, and then prove that the solution to the semi-discrete problem
converges to a weak solution of the continuous problem, as the time-discretization
step tends to zero. To perform time discretization via operator splitting, which will
be described in the next section, we need to write our FSI problem as a first-order
system in time. This will be done by replacing the second-order time-derivative
of η, with the first-order time-derivative of the structure velocity. To do this, we
further notice that in the coupled FSI problem, the kinematic coupling condition
(2.11) implies that the structure velocity is equal to the normal trace of the fluid
velocity on Γη(t). Thus, we will introduce a new variable, v, to denote this trace,
and will replace ∂tη by v everywhere in the structure equation. This has deep
consequences both for the existence proof presented in this manuscript, as well as
for the proof of stability of the underlying numerical scheme, presented in [50], as it
enforces the kinematic coupling condition implicitly in all the steps of the scheme.

Thus, Problem 2.1 can be reformulated in the ALE framework, on the reference
domain Ω, and written as a first-order system in time, in the following way:

Problem 3.1. Find u(t, z̃, x̃, ỹ), p(t, z̃, x̃, ỹ), η(t, z̃, θ̃), and v(t, z̃, θ̃) such that

(3.6)
ρf
(
∂tu + ((u−wη) · ∇η)u

)
= ∇η · ση,

∇η · u = 0,

}
in (0, T )× Ω,

(3.7)
p+

ρf
2 |u|2 = Pin/out(t),

u× ez = 0,

}
on (0, T )× Γin/out,
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(3.8)
u = ver,

∂tη = v,
ρsh∂tv + Lη = −Jσηn · er



 on (0, T )× (0, L),

(3.9) u(0, .) = u0, η(0, .) = η0, v(0, .) = v0, at t = 0.

Here, we have dropped the superscript η in uη to simplify notation.

3.2. Weak formulation. To define weak solutions of the moving-boundary prob-
lem (3.6)-(3.9) defined on a fixed domain, we introduce the following notation and
function spaces.

For the fluid velocity we would like to work with the classical function space asso-
ciated with weak solutions of the Navier-Stokes equations. This, however, requires
some additional consideration. Namely, since the fluid domain is also an unknown
in the problem, we cannot assume a priori any smoothness that is not consistent
with the energy estimates, and so the fluid domain boundary may not even be
Lipschitz. Indeed, from the energy inequality (2.20) we only have η ∈ H2(ω), and
from Sobolev embeddings, by taking into account that we are working in R3, we get
that η ∈ C0,µ(ω), µ < 1. Therefore, the energy estimates imply that Ωη(t) is not
necessarily a Lipschitz domain. However, Ωη(t) is locally a sub-graph of a Hölder
continuous function. In that case one can define the“Lagrangian” trace

γΓ(t) : C1(Ωη(t))→ C(ω),

γΓ(t) : v 7→ v(t, z̃, 1 + η(t, z̃, θ̃), θ̃).
(3.10)

It was shown in [9, 28, 41] that the trace operator γΓ(t) can be extended by con-

tinuity to a linear operator from H1(Ωη(t)) to Hs(ω), 0 ≤ s < 1
2 . For a precise

statement of the results about “Lagrangian” trace see [41]. Now, we can define the
velocity solution space defined on the moving domain in the following way:

(3.11)

VF (t) = {u = (uz, ux, uy) ∈ C1(Ωη(t))3 : ∇ · u = 0,
u× er = 0 on Γ(t), u× ez = 0 on Γin/out},

VF (t) = VF (t)
H1(Ωη(t))

.

Using the fact that Ωη(t) is locally a sub-graph of a Hölder continuous function
we can get the following characterization of the velocity solution space VF (t) (see
[9, 28]):

(3.12)
VF (t) = {u = (uz, ux, uy) ∈ H1(Ωη(t))3 : ∇ · u = 0,

u× er = 0 on Γ(t), u× ez = 0 on Γin/out}.
Before defining the fluid velocity space defined on a fixed, reference domain Ω, it

is important to point out that the transformed fluid velocity uη is not divergence-
free anymore. Rather, it satisfies the transformed divergence-free condition ∇η ·
uη = 0. Furthermore, since η is not a Lipschitz function, the ALE mapping is
not necessarily a Lipschitz function, and, as a result, uη is not necessarily an H1

function on Ω. Therefore, we need to redefine the function spaces for the fluid
velocity by introducing

VηF = {uη : u ∈ VF (t)},
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where uη is defined in (3.4). Under the assumption R+ η(t, z̃, θ̃) > 0, z̃ ∈ [0, L], we
can define a scalar product on VηF in the following way:

(uη,vη)VηF =

∫

Ω

(R+ η)2
(
uη · vη +∇ηuη : ∇ηvη

)

=

∫

Ωη(t)

u · v +∇u : ∇v = (u,v)H1(Ωη(t)).

Therefore, u 7→ uη is an isometric isomorphism between VF (t) and VηF , and so VηF
is also a Hilbert space.

The function space associated with the Koiter shell equations is standard:

VK = H2
0 (ω).

From this point on we will be working with the FSI problem mapped via the ALE
mapping onto the fixed, reference domain Ω. Motivated by the energy inequality
we define the corresponding evolution spaces for the FSI problem defined on Ω:

Wη
F (0, T ) = L∞(0, T ;L2(Ω)) ∩ L2(0, T ;VηF ),(3.13)

WK(0, T ) = W 1,∞(0, T ;L2(ω)) ∩ L2(0, T ;H2
0 (ω)),(3.14)

The corresponding solution and test spaces are defined by:

Wη(0, T ) = {(u, η) ∈ Wη
F (0, T )×WK(0, T ) : u|r=1 = ∂tηer, }.(3.15)

Qη(0, T ) = {(q, ψ) ∈ C1
c ([0, T );VηF × VK) : q|r=1 = ψer}.(3.16)

We will be using bη to denote the following trilinear form corresponding to the
(symmetrized) nonlinear advection term in the Navier-Stokes equations in the fixed,
reference domain:
(3.17)

bη(u,u,q) :=
1

2

∫

Ω

(R+ η)2((u−wη) · ∇η)u ·q− 1

2

∫

Ω

(R+ η)2((u−wη) · ∇η)q ·u,

Finally, we define a linear functional which associates the inlet and outlet dynamic
pressure boundary data to a test function v in the following way:

〈F (t),v〉Γin/out = Pin(t)

∫

Γin

vz − Pout(t)
∫

Γout

vz.

Definition 3.1. We say that (u, η) ∈ Wη(0, T ) is a weak solution of problem (3.6)-
(3.9) defined on the reference domain Ω, if for every (q, ψ) ∈ Qη(0, T ) the following
equality holds:
(3.18)

−ρf
(∫ T

0

∫

Ω

(R+ η)2u · ∂tq +

∫ T

0

bη(u,u,q)
)

+2µF

∫ T

0

∫

Ω

(R+ η)2Dη(u) : Dη(q)

−ρf
∫ T

0

∫

Ω

(R+ η)(∂tη)u · q−Rρsh
∫ T

0

∫

ω

∂tη∂tψ +
Rh

2

∫ T

0

∫

ω

Aγ(η) : γ(ψ)

+
Rh3

24

∫ T

0

∫

ω

Aρ(η) : ρ(ψ) =

∫ T

0

〈F (t),q〉Γin/out +

∫

Ωη

(R+ η0)2u0 · q(0) +

∫

ω

v0ψ(0).

The weak formulation is obtained in the standard way by multiplying the PDE by
a test function and integrating by parts. The only term that is not standard is the
third term on the left hand-side of (3.18). This term is obtained from integration by
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part of one half of the nonlinear advection term, and it corresponds to the integral

−ρf
∫ T

0

∫
Ω

(R+ η)2 (∇η ·wη) u · q. We calculate

∇η ·wη = ∇ ·w = ∂x
(
∂tη

x

R+ η

)
+ ∂y

(
∂tη

y

R+ η

)
= x∂x

∂tη

R+ η
+ y∂y

∂tη

R+ η
+ 2

∂tη

R+ η
.

Now we notice that for any given function f that depends only on t, z and θ, for
example f = ∂tη/(R+ η), the following holds

x∂xf + y∂yf = ∂θf
−xy

x2 + y2
+ ∂θf

xy

x2 + y2
= 0.

Thus, we obtain

∇η ·wη = ∇ ·w = x∂x
∂tη

R+ η
+ y∂y

∂tη

R+ η
+ 2

∂tη

R+ η
= 2

∂tη

R+ η
.

Plugging this expression for ∇η · wη into −ρf
∫ T

0

∫
Ω

(R + η)2 (∇η ·wη) u · q gives
the third term in equation (3.18).

4. Approximate solutions

4.1. Lie splitting. We use the Lie splitting, also known as the Marchuk-Yanenko
splitting scheme. The splitting can be summarized as follows. Let N ∈ N, ∆t =
T/N and tn = n∆t. Consider the following initial-value problem:

dφ

dt
+Aφ = 0 in (0, T ), φ(0) = φ0,

where A is an operator defined on a Hilbert space, and A can be written as A =

A1 + A2. Set φ0 = φ0, and, for n = 0, . . . , N − 1 and i = 1, 2, compute φn+ i
2 by

solving
d

dt
φi +Aiφi = 0

φi(tn) = φn+ i−1
2



 in (tn, tn+1),

and then set φn+ i
2 = φi(tn+1), for i = 1, 2. It can be shown that this method is

first-order accurate in time, see e.g., [27].
We apply this approach to split the problem (3.6)-(3.9) into two sub-problems:

a structure and a fluid sub-problem defining the operators A1 and A2.
Similarly as in [43, 42], we use semi-discretization in time to define a sequence

of approximate solutions to Problem 3.1. This approach defines a time step, which
will be denoted by ∆t, and a number of time sub-intervals N ∈ N, so that

(0, T ) = ∪N−1
n=0 (tn, tn+1), tn = n∆t, n = 0, ..., N − 1.

For every subdivision containing N ∈ N sub-intervals, we recursively define the
vector of unknown approximate solutions

(4.1) X
n+ i

2

N =
(
u
n+ i

2

N , v
n+ i

2

N , η
n+ i

2

N

)T
, n = 0, 1, . . . , N − 1, i = 1, 2,

where i = 1, 2 denotes the solution of sub-problem A1 or A2, respectively. The
initial condition will be denoted by

X0 = (u0, v0, η0)
T
.

The semi-discretization and the splitting of the problem will be performed in
such a way that the discrete version of the energy inequality (2.20) is preserved at
every time step. This is a crucial ingredient for the existence proof.
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We define a semi-discrete versions of the kinetic and elastic energy, originally
defined in (2.21), and of dissipation, originally defined in (2.22), by the following:
(4.2)

E
n+ i

2

N =
1

2

(
ρf

∫

Ω

(R+ ηn−1+i)2|un+ i
2

N |2 + ρsh‖vn+ i
2

N ‖2L2(ω)+
h

2
‖ηn+ i

2

N ‖2γ +
h3

24
‖ηn+ i

2

N ‖2σ
)
,

(4.3) Dn+1
N = ∆tµF

∫

Ω

(R+ ηn)2|Dηn(un+1
N )|2, n = 0, . . . , N − 1, i = 0, 1.

Throughout the rest of this section, we fix the time step ∆t, i.e., we keep N ∈ N
fixed, and study the semi-discretized sub-problems defined by the Lie splitting.

To simplify notation, we will omit the subscript N and write (un+ i
2 , vn+ i

2 , ηn+ i
2 )

instead of (u
n+ i

2

N , v
n+ i

2

N , η
n+ i

2

N ).
The splitting that “preserves” the energy estimate and provides a stable, con-

vergent semi-discrete scheme is based on the following operators A1 and A2:

Problem A1 : STRUCTURE
∂tη = v, on Γ

ρKh∂tv + Lη = 0, on Γ

Problem A2 : FLUID in Ω
∂tu + ((û−w) · ∇η)u = ∇η · ση,

∇η · u = 0,
with :

u|Γ = ver,
ρKh∂tv + Jσηn|Γ · er = 0.

Here û is the value of u from the previous time step, and w, which is the domain
velocity (the time derivative of the ALE mapping), is obtained from the just cal-
culated Problem A1. Furthermore, ∇η is the transformed gradient, which is based
on the value of η from the previous time-step. The initial data for u is given from
the previous time step, while the initial data for the trace of the fluid velocity v is
given by the just calculated velocity of the thin structure ∂tη in Problem A1.

Notice the Robin-type boundary condition on Γ for the fluid sub-problem, involv-
ing structure inertia ρKh∂tv. The inclusion of the structure inertia in the boundary
condition for the fluid sub-problem is the main reason why the resulting operator
slitting scheme is stable. This contrasts the classical Dirichlet-Neumann partitioned
schemes in which the boundary condition for the fluid sub-problem is the classical
Dirichlet condition, enforcing the fluid velocity on Γ to be equal to the velocity of
the fluid-structure interface, obtained from the previous time step. It was shown in
[8] that this approach gives rise to an unconditionally unstable partitioned, loosely
coupled scheme when the fluid and structure densities are comparable. In this man-
uscript we show that the splitting, proposed above, gives rise to a stable, convergent
scheme whose approximate, semi-discretized solutions converge to a weak solution
to the fully coupled, nonlinear FSI problem in 3D.

Details of the semi-discretized problems in weak form are given next. As we
shall see below, each of the semi-discretized problems, defined by the splitting
mentioned above, defines a linear problem of eliptic type, for which the existence
of a unique solution is guaranteed by the Lax-Milgram Lemma. The main issue,
however, is to show that the solutions of the semi-discretized problems satisfy the
energy estimates which, when combined together, give rise to a uniform energy
estimate of the coupled, semi-discretized problem. It is this uniform boundedness
that will give rise to convergent sub-sequences whose limits (weak, or weak*) will
define weak solutions to the coupled FSI problem.
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4.1.1. Problem A1: The structure elastodynamics problem. We write a semi-discrete
version of Problem A1 (Structure Elastodynamics). In this step u does not change,
and so

un+ 1
2 = un.

We define (vn+ 1
2 , ηn+ 1

2 ) ∈ H2
0 (ω) ×H2

0 (ω) as a solution of the following problem,
written in weak form: for all ψ ∈ H2

0 (ω) solve
(4.4) ∫

ω

ηn+ 1
2 − ηn
∆t

φ =

∫

ω

vn+ 1
2φ, φ ∈ L2(ω),

ρsh

∫

ω

vn+ 1
2 − vn
∆t

ψ + +
h

2

∫

ω

Aγ(ηn+ 1
2 ) : γ(ψ) +

h3

24

∫

ω

Aρ(ηn+ 1
2 ) : ρ(ψ) = 0.

The first equation is a weak form of the semi-discretized kinematic coupling condi-
tion, while the second equation corresponds to a weak form of the semi-discretized
elastodynamics equation.

We will be assuming that the Lamé constants are such that the operator A is
coercive, e.g. λ, µ > 0.

Proposition 4.1. For each fixed ∆t > 0, problem (4.4) with λ, µ > 0 has a unique

solution (vn+ 1
2 , ηn+ 1

2 ) ∈ H2
0 (ω)×H2

0 (ω).

Notice that the discretized problem is a linear elliptic problem, and so we can
use the Lax-Milgram Lemma to show the existence of a unique solution. See [43]
for more details.

Proposition 4.2. For each fixed ∆t > 0, solution of problem (4.4) satisfies the
following discrete energy equality:
(4.5)

E
n+ 1

2

N +
1

2

(
ρsh‖vn+ 1

2 − vn‖2 +
h

2
‖ηn+ 1

2 − ηn‖2σ+
h3

24
‖ηn+ 1

2 − ηn‖2σ
)

= EnN ,

where the kinetic energy EnN is defined in (4.2).

The proof is similar to the corresponding proof presented in [43].

4.1.2. Problem A2: The fluid problem. In this step η does not change, and so

ηn+1 = ηn+ 1
2 .

Define (un+1, vn+1) ∈ Vη
n

F × L2(ω) by requiring that for all (q, ψ) ∈ Vη
n

F × L2(ω)
such that q|Γ = ψer, the following weak formulation holds:
(4.6)

ρf

∫

Ω

(R+ ηn)2

(
un+1 − un+ 1

2

∆t
· q +

1

2

[
(un −wn+ 1

2 ) · ∇ηn
]

un+1 · q

−1

2

[
(un −wn+ 1

2 ) · ∇ηn
]

q · un+1

)
+ ρf

∫

Ω

(R+
ηn + ηn+1

2
)vn+ 1

2 un+1 · q

+2µ

∫

Ω

(R+ ηn)2Dηn(u) : Dηn(q) +Rρsh

∫

ω

vn+1 − vn+ 1
2

∆t
ψ

= R
(
Pnin

∫ 1

0

(qz)|z=0 − Pnout
∫ 1

0

(qz)|z=L
)
,

with ∇ηn · un+1 = 0, un+1
|Γ = vn+1er,
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where Pnin/out =
1

∆t

∫ (n+1)∆t

n∆t

Pin/out(t)dt and wn+ 1
2 = vn+ 1

2 (0, x̃, ỹ)t.

The main differences between weak formulation (4.6) and the weak formulation of
the fluid subproblem in [43] are the spatial dimension, and the Jacobian of the ALE
mapping. In particular, this refers to the fourth term in (4.6) which comes from

our particular discretization of −ρf
∫ T

0

∫
Ω

(R + η)2 (∇η ·wη) u · q. More precisely,
∇η ·wη, was discretized as

∇η ·wη =

(
R+

ηn + ηn+1

2

)
vn+ 1

2 ,

taking into account the kinematic coupling condition ∂tη = v. This term measures
the change of volume of the fluid domain due to the motion of the boundary. Notice
that in this term we have a contribution of the Jacobian (unlike in the 2D case)

which is disretized in a very particular way (R + ηn+ηn+1

2 ). The importance of
such a discretization will be revealed in the proof of the discrete energy estimates.
It is related to the discretization of the Jacobian of the ALE mapping so that the
resulting scheme satisfies the geometric conservation law property. See [24] for more
details on geometric conservation laws and ALE mappings.

Proposition 4.3. Let ∆t > 0, and assume that ηn are such that R+ ηn ≥ Rmin >
0, n = 0, ..., N . Then, the fluid sub-problem defined by (4.6) has a unique weak

solution (un+1, vn+1) ∈ Vη
n

F × L2(ω).

Proof. Notice again that this is a linear, elliptic problem, and the proof of the
existence of a unique solution is obtained by using the Lax-Milgram Lemma. The
continuity of the operator is proved by using the Sobolev embedding of H1(Ω) into
L4(Ω), which is valid both in 2D and in 3D. Details of the proof can be found in
Proposition 3 in [43]. �
Proposition 4.4. For each fixed ∆t > 0, solution of problem (4.6) satisfies the
following discrete energy inequality:

(4.7)
En+1
N +

ρf
2

∫

Ω

(R+ ηn)2|un+1 − un|2 +
ρsh

2
‖vn+1 − vn+ 1

2 ‖2L2(ω)

+Dn+1
N ≤ En+ 1

2

N + C∆t((Pnin)2 + (Pnout)
2),

where the kinetic energy EnN and dissipation Dn
N are defined in (4.2) and (4.3), and

the constant C depends only on the parameters in the problem, and not on ∆t (or
N).

Proof. We begin by focusing on the weak formulation (4.6) in which we replace the
test functions q by un+1 and ψ by vn+1. We multiply the resulting equation by
∆t, and notice that the first term on the right hand-side is given by

ρf
2

∫

Ω

(R+ ηn)2|un+1|2.

This is the term that contributes to the discrete kinetic energy at the time step
n + 1, but it does not have the correct form, since the discrete kinetic energy at
n+ 1 is given in terms of the structure location at n+ 1, and not at n, namely, the
discrete kinetic energy at n+ 1 involves

ρf
2

∫

Ω

(R+ ηn+1)2|un+1|2.
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To get around this difficulty it is crucial that the advection term is present in the
fluid sub-problem. The advection term is responsible for the presence of the integral

ρf

∫

Ω

(R+
ηn + ηn+1

2
)∆tvn+ 1

2 |un+1|2

which can be re-written by noticing that ∆tvn+ 1
2 := (ηn+1/2 − ηn) which is equal

to (ηn+1 − ηn) since, in this sub-problem ηn+1 = ηn+1/2. This implies

ρf
2

(∫

Ω

(R+ηn)2|un+1|2+2(R+
ηn + ηn+1

2
)∆tvn+ 1

2 |un+1|2
)

=
ρf
2

∫

Ω

(R+ηn+1)2|un+1|2.

Thus, these two terms combined provide the discrete kinetic energy at the time step
n+1. It is interesting to notice how the nonlinearity of the coupling at the deformed
boundary requires the presence of nonlinear advection in order for the discrete
kinetic energy of the fluid sub-problem to be decreasing in time, and to thus satisfy
the desired energy estimate. The rest of the proof is the same as that presented in
[43], and is based on the use algebraic identity (a−b)·a = 1

2 (|a|2+|a−b|2−|b|2). �

We pause for a second, and summarize what we have accomplished so far. For
a given ∆t > 0 we divided the time interval (0, T ) into N = T/∆t sub-intervals
(tn, tn+1), n = 0, ..., N − 1. On each sub-interval (tn, tn+1) we “solved” the coupled
FSI problem by applying the Lie splitting scheme. First we solved for the structure
position (Problem A1) and then for the fluid flow (Problem A2). We have just
shown that each sub-problem has a unique solution, provided that R+ηn ≥ Rmin >
0, n = 0, ..., N , and that its solution satisfies an energy estimate. When combined,
the two energy estimates provide a discrete version of the energy estimate (2.20).
Thus, for each ∆t we have a time-marching, splitting scheme which defines an
approximate solution on (0, T ) of our main FSI problem defined in Problem 3.1,
and is such that for each ∆t the approximate FSI solution satisfies a discrete version
of the energy estimate for the continuous problem.

What we would like to ultimately show is that, as ∆t → 0, the sequence of
solutions parameterized by N (or ∆t), converges to a weak solution of Problem 3.1.
Furthermore, we also need to show that R + ηn ≥ Rmin > 0 is satisfied for each
n = 0, ..., N−1. In order to obtain this result, it is crucial to show that the discrete
energy of the approximate FSI solutions defined for each ∆t, is uniformly bounded,
independently of ∆t (or N). This result is obtained by the following Lemma.

Lemma 4.1. (The uniform energy estimates) Let ∆t > 0 and N = T/∆t > 0.

Furthermore, let E
n+ 1

2

N , En+1
N , and Dj

N be the kinetic energy and dissipation given
by (4.2) and (4.3), respectively.

There exists a constant C > 0 independent of ∆t (and N), which depends only
on the parameters in the problem, on the kinetic energy of the initial data E0,
and on the energy norm of the inlet and outlet data ‖Pin/out‖2L2(0,T ), such that the

following estimates hold:

(1) E
n+ 1

2

N ≤ C,En+1
N ≤ C, for all n = 0, ..., N − 1,

(2)
∑N
j=1D

j
N ≤ C,

(3)
N−1∑

n=0

(∫

Ω

(R+ ηn)2|un+1 − un|2 + ‖vn+1 − vn+ 1
2 ‖2L2(ω)

+‖vn+ 1
2 − vn‖2L2(ω)

)
≤ C,
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(4)
N−1∑

n=0

(
‖ηn+1 − ηn‖γ + ‖ηn+1 − ηn‖σ

)
≤ C.

In fact, C = E0 + C̃
(
‖Pin‖2L2(0,T ) + ‖Pout‖2L2(0,T )

)
, where C̃ is the constant from

(4.7), which depends only on the parameters in the problem.

Proof. The proof is analogous to the proof of Lemma 1 in [43]. It is a consequence
of the energy estimates (4.5) and (4.7). �

5. Convergence of approximate solutions

Unlike in the radially symmetric 2D case studied in [43], the convergence of
approximate solutions to a weak solution of the full 3D problem without radial
symmetry requires the use of more sophisticated techniques than those used in [43].
The main reasons for that are the fact that in 3D the fluid-structure interface Γ
is not necessarily Lipschitz, and that different Sobolev embedding theorems imply
different regularity of solutions than in the 2D case. While we omit details that are
similar to those in the 2D case, in this section we pay particular attention to the
differences with the 2D radially symmetric case and present the details whenever
necessary.

We define approximate solutions of Problem 3.1 on (0, T ) to be the functions
which are piece-wise constant on each sub-interval ((n− 1)∆t, n∆t], n = 1 . . . N of
(0, T ), such that for t ∈ ((n− 1)∆t, n∆t], n = 1 . . . N,

(5.1) uN (t, .) = unN , ηN (t, .) = ηnN , vN (t, .) = vnN , v
∗
N (t, .) = v

n− 1
2

N .

See Figure 3 left. Notice that functions v∗N = v
n−1/2
N are determined by Step

Figure 3. A sketch of two different approximations of uN used in
the existence proof: a piece-wise constant approximation uN (left),
and a piece-wise linear approximation ũN (right).

A1 (the elastodynamics sub-problem), while functions vN = vnN are determined by
Step A2 (the fluid sub-problem). As a consequence, functions vN are equal to the
normal trace of the fluid velocity on Γ, i.e., uN = vNer. This is not necessarily the
case for the functions v∗N . However, we will show later that the difference between
the two sequences converges to zero in L2.

Using Lemma 4.1 we now show that these sequences are uniformly bounded in
the appropriate solution spaces. We begin by showing that (ηN )N∈N is uniformly
bounded in L∞(0, T ;H2

0 (ω)), and that there exists a T > 0 for which R + ηnN >
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0 holds independently of N and n. This implies, among other things, that our
approximate solutions are, indeed, well-defined on a non-zero time interval (0, T ).

Proposition 5.1. Sequence (ηN )N∈N is uniformly bounded in

L∞(0, T ;H2
0 (ω)).

Moreover, for T small enough, we have

(5.2) 0 < Rmin ≤ R+ ηN (t, z, θ) ≤ Rmax, ∀N ∈ N, (z, θ) ∈ ω, t ∈ (0, T ).

Proof. From Lemma 4.1 we have that EnN ≤ C, where C is independent of N . This
implies

‖ηN (t)‖2σ + ‖ηN (t)‖2γ ≤ C, ∀t ∈ [0, T ].

Therefore, from the equivalence of norms ‖.‖H2
0

and ‖.‖σ we have

‖ηN‖L∞(0,T ;H2
0 (ω)) ≤ C.

To show that the radius R + ηN is uniformly bounded away from zero for T small
enough, we first notice that the above inequality implies

‖ηnN − η0‖H2
0 (ω) ≤ 2C, n = 1, . . . , N, N ∈ N.

Furthermore, we calculate

‖ηnN − η0‖L2(ω) ≤
n−1∑

i=0

‖ηi+1
N − ηiN‖L2(ω) = ∆t

n−1∑

i=0

‖vi+
1
2

N ‖L2(ω),

where we recall that η0
N = η0. From Lemma 4.1 we have that E

n+ 1
2

N ≤ C, where C
is independent of N . This combined with the above inequality implies

‖ηnN − η0‖L2(ω) ≤ Cn∆t ≤ CT, n = 1, . . . , N, N ∈ N.

Now, we have uniform bounds for ‖ηnN−η0‖L2(ω) and ‖ηnN−η0‖H2
0 (ω). Therefore, we

can use the interpolation inequality for Sobolev spaces (see for example [1], Thm.
4.17, p. 79) to get

‖ηnN − η0‖H3/2(ω) ≤ CT 1/4, n = 1, . . . , N, N ∈ N.

From Lemma 4.1 we see that C depends on T through the norms of the inlet and
outlet data in such a way that C is an increasing function of T . Therefore by
choosing T small, we can make ‖ηnN − η0‖H3/2(ω) arbitrary small for n = 1, . . . . , N ,

N ∈ N. Because of the Sobolev embedding of H3/2(ω) into C(ω̄) we can also make
‖ηnN−η0‖C(ω) arbitrarily small. Since the initial data η0 is such that R+η0(z, θ) > 0
(due to the conditions listed in (2.14)), we see that for a T > 0 small enough, there
exist Rmin, Rmax > 0, such that

0 < Rmin ≤ R+ ηN (t, z, θ) ≤ Rmax, ∀N ∈ N, (z, θ) ∈ ω, t ∈ (0, T ).

�

We will show in the end that our existence result holds not only locally in time,
i.e., for small T > 0, but rather, it can be extended all the way until either T =∞,
or until the lateral walls of the channel touch each other.
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From this Proposition we see that the L2-norm ‖f‖2L2(Ω) =
∫
f2, and the

weighted L2-norm ‖f‖2L2(Ω) =
∫

(R + ηN )f2 are equivalent. More precisely, for ev-

ery f ∈ L2(Ω), there exist constants C1, C2 > 0, which depend only on Rmin, Rmax,
and not on f or N , such that

(5.3) C1

∫

Ω

(R+ ηN )f2 ≤ ‖f‖2L2(Ω) ≤ C2

∫

Ω

(R+ ηN )f2.

We will be using this property in the next section to prove strong convergence of
approximate functions.

Next we show that the sequences of approximate solutions for the velocity and
its trace on the lateral boundary, are uniformly bounded. To do that, we introduce
the following notation which will be useful in the remainder of this manuscript to
prove compactness: denote by τh the translation in time by h of a function f

(5.4) τhf(t, .) = f(t− h, .), h ∈ R.

Proposition 5.2. The following statements hold:

(1) (vN )n∈N is uniformly bounded in L∞(0, T ;L2(ω)) ∩ L2(0, T ;H2
0 (ω)).

(2) (v∗N )n∈N is uniformly bounded in L∞(0, T ;L2(ω)).
(3) (uN )n∈N is uniformly bounded in L∞(0, T ;L2(Ω)).
(4) (Dτ∆tηN (uN ))n∈N is uniformly bounded in L2((0, T )× Ω).

Proof. The results follow directly from Statements 1 and 2 of Lemma 4.1, and from
the definition of (vN )n∈N, (v∗N )N∈N and (uN )N∈N as step-functions in t so that

∫ T

0

‖vN‖2L2(0,L)dt =
N−1∑

n=0

‖vnN‖2L2(0,L)∆t.

�
Unfortunately, having the boundedness of the symmetrized gradient is not suf-

ficient to show that the approximate solutions coverage to a weak solution of the
coupled FSI problem. We need be able to control the behavior of the gradient itself.
For this purpose, we prove the following proposition.

Proposition 5.3. The gradient (∇τ∆tηN (uN ))n∈N is uniformly bounded in L2((0, T )×
Ω).

Proof. We use Korn’s inequality and the boundedness of the symmetrized gradient
to prove this statement. However, Proposition 5.2 shows the boundedness of the
transformed symmetrized gradient, and not of the symmetrized gradient itself. To
deal with this difficulty, we temporarily map the problem back onto the physical
domain Ωηn−1

N
, where the transformed symmetrized gradient becomes the standard

symmetrized gradient, and apply Korn’s inequality in the usual way. However, since
the Korn’s constant in general depends on the domain, we will need a result which
gives a universal Korn’s constant, independent on the family of domains under
consideration. Indeed, a result of this kind was proved in [9, 51, 43]. In particular, in
Chambolle et al. [9], Lemma 6, pg. 377, the existence of a universal Korn constant
was shown for a family of domains in 3D that satisfy the assumptions relevant to our
problem. By using this result we can obtain a uniform Korn constant, which implies
uniform boundedness of the sequence of gradients of uN on the physical domains
Ωηn−1

N
, which, after mapping everything back to the fixed, reference domain Ω via

the ALE mappings, implies uniform boundedness of (∇τ∆tηN (uN ))n∈N. �
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From the uniform boundedness of approximate sequences we can now conclude
that for each approximate solution sequence there exists a subsequence which, with
a slight abuse of notation, we denote the same way as the original sequence, and
which converges weakly, or weakly*, depending on the function space. More pre-
cisely, we have the following result.

Lemma 5.1. (Weak and weak* convergence results) There exist subsequences
(ηN )N∈N, (vN )N∈N, (v∗N )N∈N, and (uN )N∈N, and the functions η ∈ L∞(0, T ;H2

0 (ω)),
v ∈ L∞(0, T ;L2(ω))∩L2(0, T ;H2

0 (ω)), v∗ ∈ L∞(0, T ;L2(ω)), and u ∈ L∞(0, T ;L2(Ω)),
such that

(5.5)

ηN ⇀ η weakly∗ in L∞(0, T ;H2
0 (ω)),

vN ⇀ v weakly in L2(0, T ;H2
0 (ω)),

vN ⇀ v weakly∗ in L∞(0, T ;L2(ω)),
v∗N ⇀ v∗ weakly∗ in L∞(0, T ;L2(ω)),
uN ⇀ u weakly∗ in L∞(0, T ;L2(Ω)),

∇τ∆tηNuN ⇀ G weakly in L2((0, T )× Ω).

Furthermore,

(5.6) v = v∗.

Proof. The only thing left to show is that v = v∗. To show this, we multiply the
second statement in Lemma 4.1 by ∆t, and notice again that ‖vN‖2L2((0,T )×ω) =

∆t
∑N
n=1 ‖vnN‖2L2(ω). This implies ‖vN −v∗N‖L2((0,T )×ω) ≤ C

√
∆t, and we have that

in the limit, as ∆t→ 0, v = v∗. �
Naturally, our goal is to prove that G = ∇ηu, where η is the limiting displace-

ment determining the fluid-structure interface location. However, to achieve this
goal we will need some stronger convergence properties of approximate solutions.
Therefore, we postpone the proof until Proposition 6.1.

5.1. Strong convergence of approximate sequences. To show that the limits
obtained in the previous Lemma satisfy the weak form of Problem 3.1, we will need
to show that our sequences converge strongly in the appropriate function spaces.

Theorem 5.1. Sequences (vN )N∈N, (uN )N∈N are relatively compact in
L2(0, T ;L2(ω)) and L2(0, T ;L2(Ω)) respectively.

Proof. The proof is based on Simon’s theorem which characterizes compact sets
in Lp(0, T ;X), where X is a Banach space [47]. See also [43] where details of the
use of Simon’s theorem in the proof of compactness in the 2D radially symmetric
case are presented. Simon’s theorem says that for a set F , F ↪→ Lp(0, T ;X), with
1 ≤ p < ∞ to be relatively compact in Lp(0, T ;X), it is necessary and sufficient
that the following two properties are satisfied:

(i) ‖τhf − f‖Lp(h,T ;X) → 0 as h goes to zero, uniformly in f ∈ F (integral
“equicontinuity” in time), and

(ii)
{∫ t2

t1

f(t)dt : f ∈ F
}

is relatively compact in X, 0 < t1 < t2 < T

(spatial compactness).

To show the “integral equicontinuity” estimate in time, we need to show:

(5.7) ‖τhvN − vN‖L2(0,T×ω) → 0, h→ 0, uniformly ∈ N.
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Thus, we want to show that for each ε > 0, there exists a δ > 0 such that

(5.8) ‖τhvN − vN‖2L2(K;L2(ω)) < ε, ∀|h| < δ, independently of N ∈ N,

where K is an arbitrary compact subset of Ω. Indeed, we will show that for each
ε > 0, the following choice of δ:

δ := min{dist(K, ∂Ω)/2, ε/(2C)}

provides the desired estimate, where C is the constant from Lemma 4.1 (indepen-
dent of N). The uniform bounds on the kinetic energy due to the motion of the
fluid domain in time, presented in the third equality of Lemma 4.1, are the main
reasons why the equicontinuity in time is satisfied by the sequence of approximate
functions. Namely, if we multiply the third equality of Lemma 4.1 by ∆t we get
that the “half-order derivative in time” is uniformly bounded:

(5.9) ‖τ∆tuN − uN‖2L2((0,T )×Ω) + ‖τ∆tvN − vN‖2L2((0,T )×ω) ≤ C∆t.

This is “almost” the integral equicontinuity (5.7) except that in this estimate ε
depends on ∆t (i.e., N), which is not sufficient to show equicontinuity. We need
to show that estimate (5.7) holds for all the functions (vN )N∈N, (uN )N∈N, inde-
pendently of N ∈ N. This can be achieved in the same way as in [43], Theorem
2 (see also [42]) by considering two cases (∆t ≥ h and ∆t < h) that cover all the
possibilities. The use of Lemma 4.1 gives again the desired bounds as in [43], and
so we omit the details here.

To complete proving relative compactness using Simon’s theorem what is left to
show is spatial compactness. The fact that we are working in 3D requires the use of
different arguments from those presented in [43]. Namely, since the fluid-structure
interface Γ is not necessarily Lipschitz we need to use the results about functions
defined on a domain which is a sub-graph of a Hölder continuous function, to be
able to obtain certain regularity of uN and make sense of its trace on Γ, presented in
[41]. First, from [41] and statement 2 in Lemma 4.1 we get that sequence (uN )N∈N
is uniformly bounded in L2(0, T ;Hs(Ω)), s < 1. Then, we notice that

vN = uN |Γ, N ∈ N,

and use the result about the trace on a domain which is not Lipschitz obtained in
[41] to conclude that the sequence (vN )N∈N is uniformly bounded in L2(0, T ;Hs/2(ω)),
s < 1. We complete the proof by noticing that Hs(Ω) and Hs/2(ω) are compactly
embedded in L2(Ω) and L2(ω), respectively, 0 < s < 1, thereby showing spatial
compactness of the approximating sequences (vN )N∈N and (uN )N∈N in the spaces
L2(0, T ;L2(ω)) and L2(0, T ;L2(Ω)), respectively.

Combined with temporal equicontinuity, shown above, this proves the relative
compactness result of (vN )N∈N and (uN )N∈N in L2(0, T ;L2(ω)) and L2(0, T ;L2(Ω)),
respectively. �

To show compactness of (ηN )N∈N we introduce a slightly different set of approx-
imate functions of u, v, and η. Namely, for each fixed ∆t (or N ∈ N), define ũN ,
η̃N and ṽN to be continuous, linear on each sub-interval [(n− 1)∆t, n∆t], and such
that
(5.10)

ũN (n∆t, .) = uN (n∆t, .), ṽN (n∆t, .) = vN (n∆t, .), η̃N (n∆t, .) = ηN (n∆t, .),



3D FLUID-STRUCTURE INTERACTION 23

where n = 0, . . . , N . See Figure 3 right. Using the same approaches as in [43],
Section 6, we can show the following strong convergence results:

Theorem 5.2. There exist subsequences (ηN )N∈N, (vN )N∈N, such that

(5.11)

vN → v in L2(0, T ;L2(ω)),
τ∆tuN → u in L2(0, T ;L2(Ω)),
τ∆tvN → v in L2(0, T ;L2(ω)),

ηN → η in L∞(0, T ;Hs
0(ω)), s < 2

τ∆tηN → η in L∞(0, T ;Hs
0(ω)), s < 2

ũN → u in L2(0, T ;L2(Ω)),
ṽN → v in L2(0, T ;L2(0, L)).

From the Sobolev embedding Hs(ω) into C(ω̄), s > 1, we get the following strong
convergence results for the approximations of the fluid-structure interface Γ.

Corollary 5.1.

(5.12)
ηN → η in L∞(0, T ;C(ω)),

τ∆tηN → η in L∞(0, T ;C(ω)).

This results are sufficient to show convergence of our approximate solutions to a
weak solution of the fluid-structure interaction Problem 2.1, as N →∞.

6. The limiting problem

Next we want to show that the limiting functions satisfy the weak form (3.18)
of Problem 2.1. In this vein, one of the things that needs to be considered is what
happens in the limit as N → ∞, i.e., as ∆t → 0, of problem (4.6). Before we
pass to the limit we must observe that, unfortunately, the velocity test functions in
(4.6) depend of N ! More precisely, they depend on ηnN because of the requirement

that the transformed divergence-free condition ∇ηnN · q = 0 must be satisfied. This
is a consequence of the fact that we mapped our problem onto a fixed domain Ω.
Therefore we will need to take special care in constructing the suitable velocity test
functions so that we can pass to the limit in (4.6). This was done in [42], Section
7, and also in [43, 9], and so we omit the details of construction here. Therefore,
from [42, 43, 9] we know that there exists a set of test function X η(0, T ) which is
dense in Qη(0, T ), in which the test functions are independent of N , and are well
approximated by the test functions qN , satisfying the following properties:

• X η(0, T ) is dense in Qη(0, T ),
• For every (q, ψ) ∈ X η(0, T ) there exists a Nq ∈ N and a sequence (qN )N≥Nq

such that qN ∈ Wτ∆tη
F (0, T ), and

(1) qN → q uniformly on [0, T ]× Ω;
(2) ∇τ∆tηN (qN )→ ∇η(q) in L2((0, T )× ω).

We are now almost ready to pass to the limit in the weak formulation of the coupled
FSI problem. The only thing left is to show that the gradients of the approximate
velocities converge to the gradient of the limiting velocity, namely, it remains to
identify the function G introduced in Lemma 5.1. We have the following result:

Proposition 6.1. G = ∇ηu, where G, u and η are the weak and weak* limits
given by Lemma 5.1.
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Proof. The proof is analogous to the proof of Proposition 7.6. in [42]. Although
the proof in [42] is given is a different settings (2D vs. 3D) it essentially relies on
the following two facts that hold true in both scenarios:

• Uniform convergence of the sequence τ∆tηN which is given by Corollary
5.1; and
• The proof uses the approximate fluid velocities and the limiting fluid ve-

locity transformed back onto the physical domains:

uN (t, .) = uN (t, .) ◦A−1
τ∆tηN (t), ũ(t, .) = u(t, .) ◦A−1

η (t),

as well as the fact that ∇uN = ∇τ∆tηNuN and ∇ũ = ∇ηu.

Both of these are satisfied in the present case. Since the proof is rather technical
we omit the details and refer the reader to [42]. �

To get to the weak formulation of the coupled problem, take the test functions
(qN (t), ψ(t)) (where qN is a sequence of test function corresponding to (q, ψ) ∈
X η ) in equation (4.6) and integrate with respect to t from n∆t to (n + 1)∆t.
Furthermore, take ψ(t) as the test functions in (4.4), and again integrate over
the same time interval. Add the two equations together, and take the sum from
n = 0, . . . , N − 1 to get the time integrals over (0, T ) as follows:
(6.1)

ρf

∫ T

0

∫

Ω

(R+ τ∆t ηN )2
(
∂tũN · qN +

1

2
(τ∆tuN −wN ) · ∇τ∆tηNuN · qN

−1

2
(τ∆tuN −wN ) · ∇τ∆tηNqN · uN

)
+ ρf

∫ T

0

(
R+

1

2
(τ∆tηN + ηN )

) ∫

Ω

v∗NuN · qN

+

∫ T

0

∫

Ω

(R+ τ∆tηN )22µFDτ∆tηN (uN) : Dτ∆tηN (qN ) +Rρsh

∫ T

0

∫

ω

∂tṽNψ

+
Rh

2

∫ T

0

∫

ω

Aγ(η) : γ(ψ) +
Rh3
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∫ T

0

∫

ω

Aρ(η) : ρ(ψ)

= R
( ∫ T

0

PNindt

∫ 1

0

qz(t, 0, r)dr −
∫ T

0

PNoutdt

∫ 1

0

qz(t, L, r)dr
)
,

with

(6.2)
∇τ∆tη · uN = 0, vN = ((ur)N )|Γ,

uN (0, .) = u0, η(0, .)N = η0, vN (0, .) = v0.

Here ũN and ṽN are the piecewise linear functions defined in (5.10), τ∆t is the shift
in time by ∆t to the left, defined in (5.4), ∇τ∆tηN is the transformed gradient via
the ALE mapping Aτ∆tηN , defined in (3.5), and v∗N , uN , vN and ηN are defined in
(5.1).

Now we can use the convergence results from Proposition 5.1, Theorem 5.2,
Lemma 5.5 and Corollary 5.1 to pass to the limit in (6.2) to obtain the following
main result:

Theorem 6.1. Let ρf , ρs, µF , h, µ, λ > 0. Suppose that the initial data v0 ∈
L2(ω), u0 ∈ L2(Ωη0), and η0 ∈ H2

0 (ω) are such that (R + η0(z, θ)) > 0, (z, θ) ∈ ω.
Furthermore, let Pin, Pout ∈ L2

loc(0,∞).
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Then there exist a T > 0 and a weak solution of (u, η) of Problem 3.1 on (0, T )
in the sense of Definition 3.1, that satisfy the following energy estimate:

(6.3) E(t) +

∫ t

0

D(τ)dτ ≤ E0 + C(‖Pin‖2L2(0,t) + ‖Pout‖2L2(0,t)), t ∈ [0, T ],

where C depends only on the coefficients in the problem, E0 is the kinetic energy of
initial data, and E(t) and D(t) are given by

E(t) =
ρf
2
‖u‖2L2(Ωη(t)) +

ρsh

2
‖∂tη‖2L2(ω) +

h

4
‖η‖2γ +

h3

48
‖η‖2σ,

D(t) = µF ‖D(u)‖2L2(Ωη(t))).

Furthermore, one of the following is true: either

(1) T =∞, or
(2) lim

t→T
min
z∈[0,L]

(R+ η(z)) = 0.

Proof. It only remains to prove the last assertion, which states that our result
is either global in time, or, in case the walls of the cylinder touch each other,
our existence result holds until the time of touching. However, the proof of this
argument follows the same reasoning as the proof of the Main Theorem in [43], and
the proof of the main result in [9], p. 397-398. We avoid repeating those arguments
here, and refer the reader to references [43, 9]. �

7. Conclusions

We proved the existence of a weak solution to a 3D FSI problem between an
incompressible, viscous Newtonian fluid, and a linearly elastic cylindrical Koiter
shell, allowing non-radially symmetric shell displacements. The coupled FSI prob-
lem is defined on a cylindrical domain, and is driven by the inlet and outlet dynamic
pressure data. The main novelties are the following: the existence proof is construc-
tive, it relies on a splitting algorithm used in the design of a computational scheme
applied so far to 2D radially-symmetric problems [7, 43], and the proof in this man-
uscript is designed for a full 3D problem, without requiring radial symmetry of the
structure displacement. New ideas had to be developed to extend the result from
the 2D radially-symmetric case, to the full 3D problem. They include:

• A different ALE mapping, and a different discretization of the correspond-
ing Jacobian had to be used to obtain a discretized problem which satisfies
the geometric conservation law property, and a discrete energy estimate
that mimics the energy estimate of the continuous FSI problem. This part
was crucial for the existence proof.
• The fluid-structure interface Γ associated with the weak solution of the 3D

problem is not Lipschitz, which gives rise to the various difficulties related
to the handling of the function spaces and making sense of the trace of the
fluid velocity on Γ.
• Different Sobolev embedding theorems had to be used than those used in

the 2D case, which implies different compactness arguments to show strong
convergence of approximate sequences.
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• In contrast with the 2D case where we were able to prove the existence of
a weak solution by considering a FSI problem in which the structure had
the lowest possible regularity, presented by the linear wave equation, in this
manuscript we had to include both the membrane and flexural effects in the
structure model (i.e., we had to include the 4-th order spatial derivatives
and consider the full Koiter shell model) to obtain the existence of a weak
solution of the coupled FSI problem. The full Koiter shell model provided
enough regularity to make sense of the trace of the fluid velocity on Γ, and
to obtain a weak solution in which the fluid-structure interface is at least
Hölder continuous.

The results presented in this manuscript show that the numerical scheme based
on the operator splitting approach constructed in this paper, converges to a weak
solution of the coupled FSI problem.

While the reference configuration for the fluid domain considered in this man-
uscript is still a uniform cylinder of radius R and length L, we believe that the
generalization to having an arbitrary, non-radially symmetric cylinder as a refer-
ence configuration (pre-stressed or not) does not present significant mathematical
differences with respect to the problem presented in this manuscript. The Koiter
shell model in that case, however, is significantly more complicated (see, e.g., [48]),
and the calculations in the proof more involving. However, to study the influence of
the non-radially symmetric geometry of a native stenosed artery on the behavior of
cardiovascular devices such as stents, would require a numerical implementation of
the full, non-radially symmetric model, in which the reference configuration is not
radially symmetric, but rather it models the geometry of a given stenosed artery.
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[43] Boris Muha and Sunčica Čanić. Existence of a Weak Solution to a Nonlinear Fluid–Structure
Interaction Problem Modeling the Flow of an Incompressible, Viscous Fluid in a Cylinder

with Deformable Walls. Arch. Ration. Mech. Anal., 207(3):919–968, 2013.

[44] A. Quarteroni, M. Tuveri, and A. Veneziani. Computational vascular fluid dynamics: prob-
lems, models and methods. Comput. Vis. Sci., 2(4):163–197, 2000.

[45] A. Quarteroni, M. Tuveri, and A. Veneziani. Computational vascular fluid dynamics: prob-

lems, models and methods. survey article. Comput. Visual. Sci., 2:163–197, 2000.
[46] Jorge Alonso San Mart́ın, Victor Starovoitov, and Marius Tucsnak. Global weak solutions for

the two-dimensional motion of several rigid bodies in an incompressible viscous fluid. Arch.

Ration. Mech. Anal., 161(2):113–147, 2002.
[47] Jacques Simon. Compact sets in the space Lp(0, T ;B). Ann. Mat. Pura Appl. (4), 146:65–96,

1987.
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